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1

I NTRODUCT! ON

This docunent is one of a pair that defines and di scusses the
requirenents for host systeminplenentations of the Internet protoco

suite. This RFC covers the conmunication protocol layers: 1link
layer, I P layer, and transport layer. 1ts conpanion RFC
"Requirenments for Internet Hosts -- Application and Support"

[NTRO 1], covers the application |ayer protocols. This docunent
shoul d al so be read in conjunction with "Requirenents for |nternet
Gat eways" [INTRQO 2].

These docunents are intended to provide gui dance for vendors

i mpl ementors, and users of Internet comuni cation software. They
represent the consensus of a |large body of technical experience and
wi sdom contributed by the menbers of the Internet research and
vendor comunities.

This RFC enunerates standard protocols that a host connected to the
Internet nmust use, and it incorporates by reference the RFCs and

ot her documents describing the current specifications for these
protocols. It corrects errors in the referenced docunents and adds
addi tional discussion and gui dance for an inpl enmentor.

For each protocol, this docunent also contains an explicit set of
requi renents, reconmendations, and options. The reader nust
understand that the list of requirenments in this docunent is
inconplete by itself; the conplete set of requirenents for an
Internet host is primarily defined in the standard protoco

speci fication docunents, with the corrections, anendnents, and
suppl enents contained in this RFC

A good-faith inplenentation of the protocols that was produced after
careful reading of the RFC's and with sone interaction with the
Internet technical conmunity, and that foll owed good conmuni cations
sof tware engi neering practices, should differ fromthe requirenents
of this docunent in only nminor ways. Thus, in many cases, the
"requirenments” in this RFC are already stated or inplied in the
standard protocol docunents, so that their inclusion hereis, in a
sense, redundant. However, they were included because sone past

i mpl enent ati on has nade the wong choi ce, causing probl ens of

i nteroperability, performance, and/or robustness.

Thi s docunent includes discussion and expl anati on of many of the
requi renents and recommendations. A sinmple list of requirenents
woul d be danger ous, because:

o] Some required features are nore inportant than others, and sone
features are optional
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0 There may be valid reasons why particul ar vendor products that
are designed for restricted contexts m ght choose to use
di fferent specifications.

However, the specifications of this docunent nust be followed to neet
the general goal of arbitrary host interoperation across the
diversity and conplexity of the Internet system Although nost
current inplenmentations fail to neet these requirenents in various
ways, sone mnor and sone najor, this specification is the idea

t owards which we need to nove

These requirenments are based on the current |evel of Internet

architecture. This document will be updated as required to provide
additional clarifications or to include additional information in
those areas in which specifications are still evol ving.

This introductory section begins with a brief overview of the
Internet architecture as it relates to hosts, and then gives sone
general advice to host software vendors. Finally, there is sone
gui dance on reading the rest of the docunment and sone termni nol ogy.

1.1 The Internet Architecture

General background and di scussion on the Internet architecture and
supporting protocol suite can be found in the DDN Protoco

Handbook [INTRO 3]; for background see for exanple [INTRO 9],
[INTRO 10], and [INTRO 11]. Reference [INTRO 5] describes the
procedure for obtaining Internet protocol docunents, while
[INTRO 6] contains a list of the nunbers assigned within |nternet
protocol s.

1.1.1 Internet Hosts

A host conputer, or sinply "host," is the ultinmate consuner of
conmuni cation services. A host generally executes application
progranms on behal f of user(s), enploying network and/or
I nternet conmuni cation services in support of this function
An Internet host corresponds to the concept of an "End- Systent
used in the OSI protocol suite [INTRG 13].

An I nternet conmunication system consists of interconnected
packet networks supporting communi cati on anmong host conputers
using the Internet protocols. The networks are interconnected
usi ng packet-swi tching conputers called "gateways" or "IP
routers" by the Internet comunity, and "Internediate Systens"
by the Csl world [INTRO 13]. The RFC "Requirenents for

I nternet Gateways" [INTRO 2] contains the officia
specifications for Internet gateways. That RFC together with
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the present docunent and its conpanion [INTRO 1] define the
rules for the current realization of the Internet architecture.

I nternet hosts span a w de range of size, speed, and function
They range in size fromsnall nicroprocessors through

wor kst ations to mai nframes and superconputers. In function

t hey range from singl e-purpose hosts (such as terminal servers)
to full-service hosts that support a variety of online network
services, typically including renote login, file transfer, and
el ectronic mail.

A host is generally said to be nmultihomed if it has nore than
one interface to the same or to different networks. See
Section 1.1.3 on "Term nol ogy".

1.1.2 Architectural Assunptions

The current Internet architecture is based on a set of
assunpti ons about the comruni cati on system The assunptions
nost relevant to hosts are as foll ows:

(a) The Internet is a network of networks.

Each host is directly connected to sone particul ar
network(s); its connection to the Internet is only
conceptual. Two hosts on the same network communicate
with each other using the sane set of protocols that they
woul d use to communi cate with hosts on di stant networks.

(b) Gateways don’t keep connection state information

To i nprove robustness of the comunication system

gat eways are designed to be stateless, forwarding each IP
dat agram i ndependently of other datagrans. As a result,
redundant paths can be exploited to provide robust service
in spite of failures of intervening gateways and networks.

Al'l state information required for end-to-end flow control
and reliability is inplenmented in the hosts, in the
transport layer or in application prograns. Al

connection control information is thus co-located with the
end points of the conmmunication, so it will be lost only
if an end point fails.

(c) Routing conplexity should be in the gateways

Routing is a conplex and difficult problem and ought to
be performed by the gateways, not the hosts. An inportant
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objective is to insulate host software from changes caused
by the inevitable evolution of the Internet routing
architecture.

(d) The System nust tolerate wi de network variation.

A basic objective of the Internet design is to tolerate a
wi de range of network characteristics -- e.g., bandw dth,
del ay, packet |oss, packet reordering, and nmaxi num packet
size. Another objective is robustness against failure of
i ndi vi dual networks, gateways, and hosts, using whatever
bandwi dth is still available. Finally, the goal is ful
"open systeminterconnection": an Internet host nust be
able to interoperate robustly and effectively with any
other Internet host, across diverse Internet paths.

Soneti mes host inpl enentors have designed for |ess
anbitious goals. For exanple, the LAN environnent is
typically rmuch nore benign than the Internet as a whol e;
LANs have | ow packet |oss and del ay and do not reorder
packets. Sone vendors have fiel ded host inplenentations
that are adequate for a sinple LAN environnent, but work
badly for general interoperation. The vendor justifies
such a product as being economical within the restricted
LAN rmarket. However, isolated LANs sel dom stay i sol at ed
for long; they are soon gatewayed to each other, to
organi zation-wi de internets, and eventually to the gl oba
Internet system In the end, neither the custoner nor the
vendor is served by inconplete or substandard Internet
host sof tware.

The requirenents spelled out in this docunent are designed
for a full-function Internet host, capable of ful
i nteroperation over an arbitrary Internet path.
1.1.3 Internet Protocol Suite
To comuni cate using the Internet system a host nust inplenent
the | ayered set of protocols conprising the Internet protoco
suite. A host typically nust inplenent at |east one protoco
fromeach | ayer.
The protocol layers used in the Internet architecture are as
follows [INTRO 4]:

0o Application Layer
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The application layer is the top | ayer of the Internet
protocol suite. The Internet suite does not further
subdi vi de the application |layer, although some of the
Internet application |ayer protocols do contain sone

i nternal sub-layering. The application |layer of the
Internet suite essentially conbines the functions of the
top two layers -- Presentation and Application -- of the
OSl reference nodel

We di stinguish two categories of application |ayer
protocol s: user protocols that provide service directly
to users, and support protocols that provide comopn system
functions. Requirenents for user and support protocols
will be found in the conpani on RFC [I NTRO 1].

The nost common Internet user protocols are:

0 Telnet (renote |ogin)
o FTP (file transfer)
o SMIP (electronic mail delivery)

There are a nunber of other standardi zed user protocols
[INTRO 4] and many private user protocols.

Support protocols, used for host nane mappi ng, booting,
and managenent, include SNMP, BOOTP, RARP, and the Domain
Nanme System (DNS) protocols.

Transport Layer

The transport |ayer provides end-to-end conmmuni cation
services for applications. There are two prinmary
transport |ayer protocols at present:

0 Transni ssion Control Protocol (TCP)
0 User Datagram Protocol (UDP)

TCP is a reliable connection-oriented transport service
that provides end-to-end reliability, resequencing, and
flow control. UDP is a connectionless ("datagranm')
transport service

O her transport protocols have been devel oped by the
research community, and the set of official Internet
transport protocols nmay be expanded in the future.

Transport layer protocols are discussed in Chapter 4.
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0 Internet Layer

Al'l Internet transport protocols use the Internet Protocol
(IP) to carry data from source host to destination host.

I P is a connectionless or datagraminternetwork service,
providing no end-to-end delivery guarantees. Thus, IP
datagranms may arrive at the destination host damaged
duplicated, out of order, or not at all. The layers above
| P are responsible for reliable delivery service when it
is required. The IP protocol includes provision for

addr essi ng, type-of-service specification, fragnentation
and reassenbly, and security information

The dat agram or connectionl ess nature of the I P protoco
is a fundanental and characteristic feature of the
Internet architecture. Internet IP was the nodel for the
CSI Connectionl ess Network Protocol [INTRO 12].

ICMP is a control protocol that is considered to be an
integral part of IP, although it is architecturally

| ayered upon IP, i.e., it uses IPto carry its data end-
to-end just as a transport protocol like TCP or UDP does.
| CVMP provides error reporting, congestion reporting, and
first-hop gateway redirection.

IGW is an Internet |ayer protocol used for establishing
dynani ¢ host groups for IP nulticasting.

The Internet |ayer protocols IP, ICVWP, and | GW are
di scussed in Chapter 3.

nk Layer

To comuni cate on its directly-connected network, a host
nmust i npl enent the communi cati on protocol used to
interface to that network. W call this a link layer or
medi a- access | ayer protocol

There is a wide variety of |link |ayer protocols,
corresponding to the many different types of networks.
See Chapter 2.

1.1.4 Enbedded Gat eway Code

Some | nternet host software includes enbedded gateway
functionality, so that these hosts can forward packets as a
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gateway woul d, while still performng the application |ayer
functions of a host.

Such dual - pur pose systens nust follow the Gateway Requirenents
RFC [INTRO 2] wth respect to their gateway functions, and
nmust foll ow the present docunent with respect to their host
functions. In all overlapping cases, the two specifications
shoul d be in agreenent.

There are varying opinions in the Internet conmunity about
enbedded gateway functionality. The nmain argunents are as
fol | ows:

o] Pro: in a local network environnent where networking is
informal, or in isolated internets, it nay be convenient
and economi cal to use existing host systens as gateways.

There is also an architectural argunent for enbedded
gateway functionality: multihonming is nmuch nore common
than originally foreseen, and multihom ng forces a host to
make routing decisions as if it were a gateway. |If the
mul ti honed host contains an enbedded gateway, it wll
have full routing know edge and as a result will be able
to make nore optinal routing decisions.

o] Con: Gateway al gorithnms and protocols are still changing,
and they will continue to change as the Internet system
grows larger. Attenpting to include a general gateway
function within the host IP layer will force host system
mai ntai ners to track these (nore frequent) changes. Al so,
a larger pool of gateway inplenentations will make
coordi nating the changes nore difficult. Finally, the
conplexity of a gateway IP layer is sonewhat greater than
that of a host, naking the inplenentation and operation
tasks nore conpl ex.

In addition, the style of operation of sonme hosts is not
appropriate for providing stable and robust gateway
servi ce.

There is considerable nerit in both of these viewpoints. One
concl usion can be drawn: an host admini strator nust have
consci ous control over whether or not a given host acts as a
gateway. See Section 3.1 for the detailed requirenents.
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1.2 Ceneral Considerations

There are two inportant |essons that vendors of Internet host
software have | earned and whi ch a new vendor shoul d consi der
seriously.

1.2.1 Continuing Internet Evol ution

The enornous growth of the Internet has reveal ed probl ens of
managenent and scaling in a | arge datagram based packet

communi cati on system These problens are bei ng addressed, and
as a result there will be continuing evolution of the
specifications described in this document. These changes will
be carefully planned and controlled, since there is extensive
participation in this planning by the vendors and by the
organi zati ons responsi bl e for operations of the networks.

Devel oprment, evolution, and revision are characteristic of
conmput er network protocols today, and this situation wll
persist for some years. A vendor who devel ops conputer

conmuni cati on software for the Internet protocol suite (or any
other protocol suite!) and then fails to naintain and update
that software for changing specifications is going to | eave a
trail of unhappy custoners. The Internet is a |large

communi cati on network, and the users are in constant contact
through it. Experience has shown that know edge of
deficiencies in vendor software propagates quickly through the
I nternet technical community.

1.2.2 Robustness Principle

At every layer of the protocols, there is a general rule whose
application can lead to enornous benefits in robustness and
interoperability [IP:1]:

"Be liberal in what you accept, and
conservative in what you send"

Software should be witten to deal with every conceivable
error, no matter how unlikely; sooner or |ater a packet will
come in with that particular conbination of errors and
attributes, and unless the software is prepared, chaos can
ensue. |In general, it is best to assune that the network is
filled with mal evolent entities that will send in packets
designed to have the worst possible effect. This assunption
will lead to suitable protective design, although the nost
serious problens in the Internet have been caused by

unenvi saged nechani sns triggered by | ow probability events;
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nmere human mali ce woul d never have taken so devi ous a course

Adaptability to change nust be designed into all |evels of
Internet host software. As a sinple exanple, consider a
protocol specification that contains an enuneration of val ues
for a particular header field -- e.g., a type field, a port
nunber, or an error code; this enuneration nust be assuned to
be inconplete. Thus, if a protocol specification defines four
possi bl e error codes, the software nmust not break when a fifth
code shows up. An undefined code might be |ogged (see bel ow),
but it nust not cause a failure.

The second part of the principle is alnost as inportant:

sof tware on other hosts may contain deficiencies that make it
unwi se to exploit legal but obscure protocol features. It is
unwi se to stray far fromthe obvious and sinple, |est untoward
effects result el sewhere. A corollary of this is "watch out
for m sbehavi ng hosts"; host software should be prepared, not
just to survive other m sbehaving hosts, but also to cooperate
to limt the anount of disruption such hosts can cause to the
shared communi cation facility.

1.2.3 FError Logging

The Internet includes a great variety of host and gateway
systens, each inplenenting many protocols and protocol |ayers,
and sone of these contain bugs and nis-features in their
Internet protocol software. As a result of conplexity,
diversity, and distribution of function, the diagnosis of
Internet problenms is often very difficult.

Probl em di agnosis will be aided if host inplenentations include
a carefully designed facility for |ogging erroneous or
"strange" protocol events. It is inportant to include as nuch
di agnostic information as possible when an error is logged. In
particular, it is often useful to record the header(s) of a
packet that caused an error. However, care nust be taken to
ensure that error |ogging does not consune prohibitive anounts
of resources or otherwise interfere with the operation of the
host .

There is a tendency for abnormal but harm ess protocol events
to overflow error logging files; this can be avoided by using a
"circular" log, or by enabling | ogging only while diagnosing a
known failure. It nmay be useful to filter and count duplicate
successi ve nessages. One strategy that seens to work well is:
(1) always count abnormalities and nake such counts accessible
t hrough the managenent protocol (see [INTRO 1]); and (2) allow
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the | ogging of a great variety of events to be selectively
enabl ed. For exanple, it mght useful to be able to "log
everything” or to "log everything for host X'.

Note that different managenents may have differing policies
about the anmount of error |ogging that they want normally
enabled in a host. Sone will say, "if it doesn't hurt me, |
don’t want to know about it", while others will want to take a
nore wat chful and aggressive attitude about detecting and
renovi ng protocol abnornalities.

1.2.4 Configuration

It would be ideal if a host inplenentation of the Internet
protocol suite could be entirely self-configuring. This would
all ow the whole suite to be inplenented in ROMor cast into
silicon, it would sinplify diskless workstations, and it woul d
be an i nmense boon to harried LAN adninistrators as well as
system vendors. W have not reached this ideal; in fact, we
are not even cl ose.

At many points in this docunent, you will find a requirenent
that a paraneter be a configurable option. There are severa
di fferent reasons behind such requirenents. In a few cases
there is current uncertainty or disagreenent about the best
value, and it may be necessary to update the recommended val ue
in the future. |In other cases, the value really depends on
external factors -- e.g., the size of the host and the
distribution of its comrunication |oad, or the speeds and
topol ogy of nearby networks -- and self-tuning algorithns are
unavai l able and may be insufficient. In sone cases,
configurability is needed because of administrative
requirenents.

Finally, some configuration options are required to comruni cate
wi th obsolete or incorrect inplenentations of the protocols,
distributed without sources, that unfortunately persist in many
parts of the Internet. To nmake correct systens coexist with
these faulty systens, administrators often have to "m s-
configure" the correct systens. This problemw |l correct
itself gradually as the faulty systems are retired, but it
cannot be ignored by vendors.

When we say that a paraneter nust be configurable, we do not
intend to require that its value be explicitly read froma
configuration file at every boot tine. W recomend that

i mpl ementors set up a default for each paraneter, so a
configuration file is only necessary to override those defaults
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that are inappropriate in a particular installation. Thus, the
configurability requirement is an assurance that it wll be
PCSSI BLE to override the default when necessary, even in a

bi nary-only or ROW based product.

This docunent requires a particular value for such defaults in
some cases. The choice of default is a sensitive issue when
the configuration itemcontrols the acconmodati on to existing
faulty systens. |If the Internet is to converge successfully to
conplete interoperability, the default values built into

i mpl enent ati ons nust i nplenent the official protocol, not

"m s-configurations" to acconmodate faulty inplenentations.

Al t hough marketing considerations have | ed sone vendors to
choose nmis-configuration defaults, we urge vendors to choose
defaults that will conformto the standard

Finally, we note that a vendor needs to provi de adequate
docunentation on all configuration paraneters, their linmts and
ef fects.

1.3 Readi ng this Docunent

1.3.1 Oganization

Protocol layering, which is generally used as an organi zi ng
principle in inplenenting network software, has al so been used
to organi ze this docunent. |In describing the rules, we assune
that an inplenentation does strictly mirror the layering of the
protocols. Thus, the followi ng three major sections specify
the requirenents for the link layer, the internet |ayer, and
the transport layer, respectively. A conpanion RFC [|INTRO 1]
covers application level software. This layerist organization
was chosen for sinplicity and clarity.

However, strict layering is an inperfect nodel, both for the
protocol suite and for recommended inpl enentati on approaches.
Protocols in different layers interact in conplex and sonetines
subtl e ways, and particular functions often involve nultiple

| ayers. There are many design choices in an inplenentation
many of which involve creative "breaking" of strict |ayering.
Every inplenmentor is urged to read references [INTRO 7] and

[ NTRO 8] .

Thi s docunent describes the conceptual service interface
bet ween | ayers using a functional ("procedure call") notation
like that used in the TCP specification [TCP:1]. A host
i mpl enent ati on nust support the logical information flow

I nternet Engi neering Task Force [ Page 15]



RFC1122

I NTRODUCTI ON Cct ober 1989

inplied by these calls, but need not literally inplenent the
calls thenselves. For exanple, many inplenmentations reflect
the coupling between the transport layer and the I P |ayer by
giving them shared access to conmmon data structures. These
data structures, rather than explicit procedure calls, are then
the agency for passing much of the information that is
required.

In general, each nmmjor section of this docunent is organized
into the foll ow ng subsections:

(1) Introduction

(2) Protocol Wl k-Through -- considers the protoco
speci fication docunents section-by-section, correcting
errors, stating requirenments that nmay be anbi guous or
ill-defined, and providing further clarification or
expl anat i on.

(3) Specific Issues -- discusses protocol design and
i npl enentation i ssues that were not included in the wal k-
t hr ough.

(4) Interfaces -- discusses the service interface to the next
hi gher | ayer.

(5) Summary -- contains a sunmmary of the requirenents of the
section.

Under many of the individual topics in this docunment, there is
parent hetical material |abeled "DI SCUSSI ON' or

"| MPLEMENTATI ON'. This material is intended to give
clarification and explanation of the preceding requirenents
text. It also includes sone suggestions on possible future
directions or devel opments. The inplenentation materia
cont ai ns suggest ed approaches that an inplenentor may want to
consi der.

The sunmary sections are intended to be guides and indexes to
the text, but are necessarily cryptic and inconplete. The
sunmari es shoul d never be used or referenced separately from
the conpl ete RFC.

1.3.2 Requirenents

In this docunent, the words that are used to define the
significance of each particular requirement are capitalized.
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These words are:
* " MUST"

This word or the adjective "REQU RED' neans that the item
is an absol ute requirenment of the specification

* " SHOULD"

This word or the adjective "RECOWENDED' neans that there
may exi st valid reasons in particular circunstances to
ignore this item but the full inplications should be
under stood and the case carefully wei ghed before choosing
a different course.

* " VAY"

This word or the adjective "OPTIONAL" nmeans that this item
is truly optional. One vendor may choose to include the

i tem because a particular marketplace requires it or
because it enhances the product, for exanple; another
vendor nmay onit the same item

An inplenentation is not conpliant if it fails to satisfy one
or nore of the MJST requirenents for the protocols it

i mpl ements. An inplenmentation that satisfies all the MJUST and
all the SHOULD requirenents for its protocols is said to be
"unconditionally conpliant"; one that satisfies all the MJST
requi renents but not all the SHOULD requirenents for its
protocols is said to be "conditionally conpliant".

1.3.3 Term nol ogy

Thi s docunent uses the follow ng technical terns:

Segnent
A segnment is the unit of end-to-end transm ssion in the
TCP protocol. A segnent consists of a TCP header foll owed

by application data. A segnent is transnmitted by
encapsul ation inside an | P datagram

Message
In this description of the | ower-layer protocols, a
message is the unit of transnmission in a transport |ayer
protocol. |In particular, a TCP segnent is a nessage. A
nmessage consists of a transport protocol header followed
by application protocol data. To be transmitted end-to-
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end through the Internet, a nmessage must be encapsul at ed
i nsi de a dat agram

| P Dat agram
An | P datagramis the unit of end-to-end transmission in
the I P protocol. An IP datagram consists of an |P header
foll owed by transport |ayer data, i.e., of an |IP header
foll owed by a nessage.

In the description of the internet |ayer (Section 3), the
unqual i fied term "dat agrant should be understood to refer
to an | P datagram

Packet
A packet is the unit of data passed across the interface
between the internet layer and the link layer. It

i ncludes an | P header and data. A packet nmay be a
conplete I P datagram or a fragnent of an |IP datagram

Fr ame
A frame is the unit of transmission in a link |ayer
protocol, and consists of a |link-layer header followed by
a packet.

Connect ed Net wor k
A network to which a host is interfaced is often known as
the "l ocal network"” or the "subnetwork" relative to that
host. However, these terns can cause confusion, and
therefore we use the term "connected network"™ in this
docunent .

Mul ti hored
A host is said to be nultihoned if it has nultiple IP
addresses. For a discussion of nultihoning, see Section
3. 3.4 bel ow.

Physi cal network interface
This is a physical interface to a connected network and
has a (possibly unique) link-layer address. Miltiple
physi cal network interfaces on a single host may share the
sanme |ink-1ayer address, but the address nust be uni que
for different hosts on the sane physical network.

Logi cal [network] interface
We define a logical [network] interface to be a logica
pat h, distinguished by a unique |IP address, to a connected
network. See Section 3.3.4.
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Speci fic-destination address
This is the effective destination address of a datagram
even if it is broadcast or nulticast; see Section 3.2.1.3.

Pat h
At a given nonment, all the I P datagrans froma particul ar
source host to a particul ar destination host will
typically traverse the same sequence of gateways. W use
the term"path" for this sequence. Note that a path is
uni-directional; it is not unusual to have different paths
in the two directions between a given host pair.

MruU

The maxi mumtransm ssion unit, i.e., the size of the
| argest packet that can be transmtted.

The terns frame, packet, datagram nessage, and segnment are
illustrated by the follow ng schematic di agrans:

A. Transmn ssi on on connected network:

| LL hdr | IP hdr | (dat a) |

B. Before IP fragnentation or after |IP reassenbly:

| P hdr | transport| Application Data
| | hdr ___| |

| 1P hdr | TCP hdr | Application Data
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2. LI NK LAYER
2.1 | NTRODUCTI ON

Al'l Internet systems, both hosts and gateways, have the sane
requi renents for link layer protocols. These requirenments are
given in Chapter 3 of "Requirenents for Internet Gateways"
[INTRO 2], augnented with the material in this section

2.2 PROTOCOL WALK- THROUGH
None.
2.3 SPECI FI C | SSUES
2.3.1 Trailer Protocol Negotiation

The trailer protocol [LINK: 1] for Iink-1layer encapsul ati on MAY
be used, but only when it has been verified that both systens
(host or gateway) involved in the Iink-layer conmunication
implenent trailers. |If the system does not dynamically
negotiate use of the trailer protocol on a per-destination
basis, the default configurati on MUST di sable the protocol

DI SCUSSI ON
The trailer protocol is a link-layer encapsul ation
techni que that rearranges the data contents of packets
sent on the physical network. |n sone cases, trailers
i mprove the throughput of higher |ayer protocols by
reduci ng the amount of data copying within the operating
system Hi gher |ayer protocols are unaware of trailer
use, but both the sending and receiving host MJST
understand the protocol if it is used.

| rproper use of trailers can result in very confusing
symptons. Only packets with specific size attributes are
encapsul ated using trailers, and typically only a snall
fraction of the packets being exchanged have these
attributes. Thus, if a systemusing trailers exchanges
packets with a systemthat does not, sone packets

di sappear into a black hole while others are delivered
successful ly.

| MPLEMENTATI ON
On an Ethernet, packets encapsulated with trailers use a
di stinct Ethernet type [LINK: 1], and trailer negotiation
is performed at the time that ARP is used to discover the
link-1ayer address of a destination system
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Specifically, the ARP exchange is conpleted in the usua
manner using the normal | P protocol type, but a host that
wants to speak trailers will send an additional "trailer
ARP reply" packet, i.e., an ARP reply that specifies the
trail er encapsul ation protocol type but otherw se has the
format of a normal ARP reply. |If a host configured to use
trailers receives a trailer ARP reply nessage froma
renote nmachine, it can add that machine to the list of
machi nes that understand trailers, e.g., by marking the
corresponding entry in the ARP cache.

Hosts wi shing to receive trailer encapsul ati ons send
trailer ARP replies whenever they conpl ete exchanges of
normal ARP nmessages for IP. Thus, a host that received an
ARP request for its |IP protocol address would send a
trailer ARP reply in addition to the nornal | P ARP reply;
a host that sent the I P ARP request would send a trailer
ARP reply when it received the corresponding |P ARP reply.
In this way, either the requesting or responding host in
an | P ARP exchange may request that it receive trailer
encapsul ati ons.

This schenme, using extra trailer ARP reply packets rather
than sending an ARP request for the trailer protocol type,
was designed to avoid a continuous exchange of ARP packets
wi th a m sbehaving host that, contrary to any
specification or comobn sense, responded to an ARP reply
for trailers with another ARP reply for IP. This problem
is avoided by sending a trailer ARP reply in response to
an I|P ARP reply only when the IP ARP reply answers an

out standi ng request; this is true when the hardware
address for the host is still unknown when the I P ARP
reply is received. A trailer ARP reply may al ways be sent
along with an IP ARP reply responding to an | P ARP
request.

2.3.2 Address Resolution Protocol -- ARP

2.3.2.1 ARP Cache Validation

An inmpl enentation of the Address Resol ution Protocol (ARP)
[LINK: 2] MJST provide a mechanismto flush out-of-date cache
entries. If this mechanisminvolves a tinmeout, it SHOULD be
possi ble to configure the tineout val ue.

A nmechanismto prevent ARP flooding (repeatedly sendi ng an
ARP Request for the sane |IP address, at a high rate) MJST be
i ncluded. The recommended maxinumrate is 1 per second per
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desti nati on.

DI SCUSSI ON
The ARP specification [LINK 2] suggests but does not
require a tinmeout mechanismto invalidate cache entries
when hosts change their Ethernet addresses. The
preval ence of proxy ARP (see Section 2.4 of [INTRG 2])
has significantly increased the |likelihood that cache
entries in hosts will becone invalid, and therefore
sonme ARP-cache invalidation nmechanismis now required
for hosts. Even in the absence of proxy ARP, a |ong-
peri od cache tineout is useful in order to
automatically correct any bad ARP data that m ght have
been cached.

| MPLEMENTATI ON
Four nechani sns have been used, sonetines in
conbination, to flush out-of-date cache entries

(1) Tineout -- Periodically time out cache entries,
even if they are in use. Note that this tineout
shoul d be restarted when the cache entry is
"refreshed" (by observing the source fields,
regardl ess of target address, of an ARP broadcast
fromthe systemin question). For proxy ARP
situations, the timeout needs to be on the order
of a minute.

(2) Unicast Poll -- Actively poll the renote host by
periodi cally sending a point-to-point ARP Request
toit, and delete the entry if no ARP Reply is
recei ved fromN successive polls. Again, the
ti meout should be on the order of a minute, and
typically Nis 2.

(3) Link-Layer Advice -- If the link-layer driver
detects a delivery problem flush the
correspondi ng ARP cache entry.

(4) Higher-layer Advice -- Provide a call fromthe
Internet layer to the link layer to indicate a
delivery problem The effect of this call would
be to invalidate the correspondi ng cache entry.
This call would be anal ogous to the
"ADVI SE_DELI VPROB()" call fromthe transport |ayer
to the Internet |ayer (see Section 3.4), and in
fact the ADVI SE _DELI VPROB routine might in turn
call the link-layer advice routine to invalidate
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the ARP cache entry.

Approaches (1) and (2) involve ARP cache tineouts on
the order of a minute or less. In the absence of proxy
ARP, a tinmeout this short could create noticeable
overhead traffic on a very large Ethernet. Therefore,
it may be necessary to configure a host to | engthen the
ARP cache timeout.

2.3.2.2 ARP Packet Queue

The link |ayer SHOULD save (rather than discard) at |east
one (the |l atest) packet of each set of packets destined to
the sane unresolved | P address, and transmt the saved
packet when the address has been resol ved.

DI SCUSSI ON
Failure to follow this recomendati on causes the first
packet of every exchange to be lost. Although higher-
| ayer protocols can generally cope with packet | oss by
retransm ssi on, packet |oss does inpact perfornance.
For exanple, loss of a TCP open request causes the
initial round-trip tinme estimate to be inflated. UDP-
based applications such as the Domai n Nane System are
nmore seriously affected.

2.3.3 Ethernet and | EEE 802 Encapsul ation

The | P encapsul ation for Ethernets is described in RFC- 894
[LINK: 3], while RFC-1042 [LINK: 4] describes the IP
encapsul ati on for | EEE 802 networks. RFC-1042 el aborates and
repl aces the discussion in Section 3.4 of [INTRO 2].

Every Internet host connected to a 10Mops Et hernet cabl e:

o] MUST be able to send and receive packets using RFC 894
encapsul ati on;

o} SHOULD be able to receive RFC- 1042 packets, internixed
with RFC-894 packets; and

o] MAY be able to send packets using RFC- 1042 encapsul ation

An Internet host that inplenents sending both the RFC 894 and
the RFC-1042 encapsul ations MJST provide a configuration switch
to select which is sent, and this switch MJST default to RFC
894,
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Note that the standard |IP encapsul ation in RFC 1042 does not
use the protocol id value (K1=6) that |EEE reserved for IP
instead, it uses a value (K1=170) that inplies an extension
(the "SNAP") which can be used to hold the Ether-Type field.
An Internet system MUST NOT send 802 packets using K1=6.

Address translation fromlnternet addresses to link-Iayer
addresses on Ethernet and | EEE 802 networks MJST be nmanaged by
t he Address Resol ution Protocol (ARP)

The MIU for an Ethernet is 1500 and for 802.3 is 1492.

DI SCUSSI ON
The | EEE 802. 3 specification provides for operation over a
10Mops Ethernet cable, in which case Ethernet and | EEE
802. 3 franes can be physically interm xed. A receiver can
di stingui sh Ethernet and 802.3 franes by the val ue of the
802.3 Length field; this two-octet field coincides in the
header with the Ether-Type field of an Ethernet frame. In
particul ar, the 802.3 Length field nust be | ess than or
equal to 1500, while all valid Ether-Type values are
greater than 1500.

Anot her conpatibility problemarises with |ink-Ilayer
broadcasts. A broadcast sent with one framing will not be
seen by hosts that can receive only the other fram ng

The provisions of this section were designed to provide
direct interoperation between 894-capabl e and 1042-capabl e
systenms on the sanme cable, to the nmaxi num extent possible.
It is intended to support the present situation where
894-only systens predom nate, while providing an easy
transition to a possible future in which 1042-capabl e
systenms become common.

Note that 894-only systens cannot interoperate directly
with 1042-only systems. |If the two systemtypes are set
up as two different |ogical networks on the sane cabl e,
they can communi cate only through an | P gateway.
Furthernmore, it is not useful or even possible for a

dual -format host to discover autonatically which format to
send, because of the problem of |ink-layer broadcasts.

2.4 LINK/ I NTERNET LAYER | NTERFACE

The packet receive interface between the | P layer and the |ink
| ayer MUST include a flag to indicate whether the inconing packet
was addressed to a |link-layer broadcast address.
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Al t hough the I P | ayer does not generally know Iink | ayer
addresses (since every different network medi umtypically has
a different address format), the broadcast address on a
broadcast - capabl e nediumis an inportant special case. See

Section 3.2.2,
st or ns.

especi ally the DI SCUSSI ON concer ni ng broadcast

The packet send interface between the IP and link |ayers MJST
include the 5-bit TOS field (see Section 3.2.1.6).

The link layer MUST NOT report a Destination Unreachable error to
| P solely because there is no ARP cache entry for a destination.

2.5 LINK LAYER REQUI REMENTS SUMVARY

FEATURE

Trail er encapsul ation

Send Trailers by default without negotiation

ARP

Fl ush out-of-date ARP cache entries

Prevent ARP fl oods

Cache tinmeout configurable
Save at least one (latest) unresol ved pkt
Et hernet and | EEE 802 Encapsul ati on

Host abl e to:

Send & receive RFC-894 encapsul ation
Recei ve RFC-1042 encapsul ation
Send RFC- 1042 encapsul ation
Then config. sw. to select, RFC-894 dflt
Send K1=6 encapsul ation
Use ARP on Ethernet and | EEE 802 nets
Li nk |l ayer report b’casts to IP | ayer
I P layer pass TOS to |link |ayer
No ARP cache entry treated as Dest. Unreach

| I 1S |
| | || |H |F
| | | | |9Mo
| | S| [UUo
| | [H LISt
| IMQ |[DT|n
| [UUM | |o
| | S| LI Al N N| t
| |TID Y9t
| SECTION | | |TIT|e
------------------------ |-------1-1-1-1-1-1--
| I O I I
[2.3.2 | | Ix| | |
[2.3.12 | | | | Ix|
[2.3.2 | | | | ||
[2.3.2.2x] | | | |
[2.3.2.2x| | | | |
[2.3.2.1] x| | | |
[2.3.2.2] |x] | | |
[2.3.3 | | | | | |
[2.3.3 | | | | | |
[2.3.3 Ix| | | | |
[2.3.3 | x| | | |
12.3.3 | | Ix| | |
[2.3.3 Ix| | | | |
[2.3.3 | | | | Ix|
[2.3.3 Ix| | | | |
| 2.4 x| ||| |
| 2.4 Ix] 11 ]|
| 2.4 I I I BN
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3. | NTERNET LAYER PROTOCCLS
3.1 I NTRODUCTI ON

The Robustness Principle: "Be liberal in what you accept, and
conservative in what you send" is particularly inportant in the
Internet |ayer, where one m sbehaving host can deny Internet
service to many ot her hosts.

The protocol standards used in the Internet |ayer are:

o] RFC-791 [IP:1] defines the IP protocol and gives an
introduction to the architecture of the Internet.

o} RFC-792 [I P:2] defines |ICVMP, which provides routing,
di agnostic and error functionality for IP. Al though | CW
messages are encapsul ated within | P datagranms, |CW
processing is considered to be (and is typically inplenented
as) part of the IP layer. See Section 3.2.2.

o} RFC-950 [I P: 3] defines the nmandatory subnet extension to the
addressing architecture.

o] RFC- 1112 [I P: 4] defines the Internet G oup Managenent
Protocol 1GW, as part of a recomended extension to hosts
and to the host-gateway interface to support Internet-w de
nmulticasting at the P level. See Section 3.2.3.

The target of an IP nulticast may be an arbitrary group of
Internet hosts. |P nmulticasting is designed as a natura
extension of the link-layer nmulticasting facilities of some
networks, and it provides a standard neans for |ocal access
to such link-layer nulticasting facilities.

O her inportant references are listed in Section 5 of this
docunent .

The Internet |ayer of host software MJST inplenent both IP and
| CMP. See Section 3.3.7 for the requirenents on support of |GW

The host I P layer has two basic functions: (1) choose the "next
hop" gateway or host for outgoing |IP datagrans and (2) reassenble
incomng | P datagrans. The IP layer may also (3) inplenent
intentional fragmentation of outgoing datagrans. Finally, the IP
| ayer nmust (4) provide diagnostic and error functionality. W
expect that IP layer functions may increase sonewhat in the
future, as further Internet control and managenent facilities are
devel oped.
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For normal datagrans, the processing is straightforward. For
i ncom ng datagrams, the IP |ayer
(1) wverifies that the datagramis correctly formatted
(2) wverifies that it is destined to the |ocal host;
(3) processes options;
(4) reassenbles the datagramif necessary; and

(5) passes the encapsul ated nessage to the appropriate
transport-1layer protocol nodul e.

For outgoing datagrams, the IP | ayer
(1) sets any fields not set by the transport |ayer

(2) selects the correct first hop on the connected network (a
process called "routing");

(3) fragnments the datagramif necessary and if intentiona
fragmentation is inplenented (see Section 3.3.3); and

(4) passes the packet(s) to the appropriate link-1ayer driver.

A host is said to be nultihoned if it has nultiple |IP addresses.
Mul ti homi ng i ntroduces consi derabl e confusion and conplexity into
the protocol suite, and it is an area in which the Internet
architecture falls seriously short of solving all problens. There
are two distinct problemareas in multihon ng:

(1) Local multihonming -- the host itself is nultihoned; or

(2) Renote nmultihonming -- the local host needs to conmunicate
with a renote multi honed host.

At present, renote nultihom ng MJUST be handled at the application
| ayer, as discussed in the conpanion RFC [INTRG 1]. A host MAY
support local nultihoming, which is discussed in this docunent,
and in particular in Section 3.3.4.

Any host that forwards datagranms generated by another host is
acting as a gateway and MJUST al so neet the specifications laid out
in the gateway requirenments RFC [INTRO 2]. An Internet host that

i ncl udes enbedded gateway code MJST have a configuration switch to
di sabl e the gateway function, and this switch MJST default to the
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non-gateway node. |In this node, a datagram arriving through one
interface will not be forwarded to another host or gateway (unless
it is source-routed), regardl ess of whether the host is single-
honed or multi honmed. The host software MJST NOT autonatically
nove into gateway node if the host has nore than one interface, as
the operator of the machine may neither want to provide that
service nor be conpetent to do so.

In the following, the action specified in certain cases is to
"silently discard" a received datagram This neans that the
datagramwi | | be discarded wi thout further processing and that the
host will not send any I CMP error message (see Section 3.2.2) as a
result. However, for diagnosis of problens a host SHOULD provide
the capability of logging the error (see Section 1.2.3), including
the contents of the silently-discarded datagram and SHOULD record
the event in a statistics counter

DI SCUSSI ON
Silent discard of erroneous datagrans is generally intended
to prevent "broadcast storns".

3.2 PROTOCOL WALK- THROUGH
3.2.1 Internet Protocol -- |IP
3.2.1.1 Version Nunber: RFC-791 Section 3.1

A dat agram whose version nunber is not 4 MJST be silently
di scar ded

3.2.1.2 Checksum RFC-791 Section 3.1

A host MJST verify the | P header checksum on every received
datagram and silently discard every datagramthat has a bad
checksum

3.2.1.3 Addressing: RFC-791 Section 3.2

There are now five classes of |IP addresses: O ass A through
Cass Ei Class D addresses are used for |IP nulticasting
[IP:4], while Cass E addresses are reserved for
experinental use.

A multicast (Class D) address is a 28-bit |ogical address
that stands for a group of hosts, and nay be either
permanent or transient. Pernmanent mnulticast addresses are
al l ocated by the Internet Assigned Number Authority
[INTRO 6], while transient addresses nmay be allocated
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dynanmically to transient groups. Goup nenbership is
determ ned dynam cally using |GW [IP:4].

We now sunmarize the inportant special cases for Oass A B,

and C | P addresses, using the follow ng notation for an IP
addr ess:

{ <Networ k- nunmber >, <Host-nunber> }

or
{ <Networ k- nunber>, <Subnet-nunber>, <Host-nunber> }

and the notation "-1" for a field that contains all 1 bits.
This notation is not intended to inply that the 1-bits in an
address nmask need be conti guous.

(a) {0 0}
This host on this network. MJST NOT be sent, except as
a source address as part of an initialization procedure
by which the host learns its own | P address.
See al so Section 3.3.6 for a non-standard use of {0, 0}.

(b) { 0, <Host-nunber> }

Specified host on this network. It MJST NOT be sent,
except as a source address as part of an initialization

procedure by which the host learns its full |P address.
(¢c) {-1, -1}

Limted broadcast. |t MJST NOT be used as a source

addr ess.

A datagramw th this destination address will be

recei ved by every host on the connected physica

network but will not be forwarded outside that network
(d) { <Network-nunber>, -1}

Directed broadcast to the specified network. |t MJIST
NOT be used as a source address.

(e) { <Network-nunber>, <Subnet-nunber>, -1}

Directed broadcast to the specified subnet. It MJST
NOT be used as a source address.
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(f) { <Network-nunber>, -1, -1}

Directed broadcast to all subnets of the specified
subnetted network. It MJST NOT be used as a source
addr ess.

(g) { 127, <any>}

Internal host | oopback address. Addresses of this form
MUST NOT appear outside a host.

The <Networ k-nunber> is adm ni stratively assigned so that
its value will be unique in the entire world.

| P addresses are not pernmtted to have the value 0 or -1 for
any of the <Host-nunber>, <Network-nunber>, or <Subnet-
nunber> fields (except in the special cases |isted above).
This inplies that each of these fields will be at l[east two
bits I ong.

For further discussion of broadcast addresses, see Section
3.3.6.

A host MJST support the subnet extensions to IP [IP:3]. As
aresult, there will be an address nask of the form

{-1, -1, 0} associated with each of the host’s local IP
addr esses; see Sections 3.2.2.9 and 3.3.1.1.

When a host sends any datagram the |P source address MJST
be one of its own |IP addresses (but not a broadcast or
mul ti cast address).

A host MJST silently discard an inconing datagramthat is
not destined for the host. An incom ng datagramis destined
for the host if the datagranis destination address field is:

(1) (one of) the host’s I P address(es); or

(2) an I P broadcast address valid for the connected
net wor k; or

(3) the address for a nulticast group of which the host is
a menber on the inconming physical interface.

For nost purposes, a datagram addressed to a broadcast or

mul ticast destination is processed as if it had been
addressed to one of the host’s | P addresses; we use the term
"specific-destination address" for the equivalent local IP
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address of the host. The specific-destination address is
defined to be the destination address in the |IP header

unl ess the header contains a broadcast or multicast address,
in which case the specific-destination is an | P address
assigned to the physical interface on which the datagram
arrived.

A host MIST silently discard an incomnm ng datagram contai ni ng
an | P source address that is invalid by the rules of this
section. This validation could be done in either the IP

| ayer or by each protocol in the transport |ayer

DI SCUSSI ON
A m s-addressed datagram m ght be caused by a |ink-
| ayer broadcast of a unicast datagram or by a gateway
or host that is confused or m s-configured.

An architectural goal for Internet hosts was to all ow

| P addresses to be featurel ess 32-bit nunbers, avoiding
algorithnms that required a know edge of the |IP address
format. O herw se, any future change in the format or
interpretation of IP addresses will require host

sof tware changes. However, validation of broadcast and
mul ticast addresses violates this goal; a few other

viol ati ons are described el sewhere in this docunent.

| mpl enenters should be aware that applications
dependi ng upon the all-subnets directed broadcast
address (f) nmay be unusable on sone networks. All-
subnets broadcast is not widely inplenmented in vendor
gat eways at present, and even when it is inplenented, a
particul ar network adm nistration may disable it in the
gat eway configuration.

3.2.1.4 Fragnmentation and Reassenbly: RFC 791 Section 3.2
The Internet nodel requires that every host support
reassenbly. See Sections 3.3.2 and 3.3.3 for the
requi renents on fragnentation and reassenbly.

3.2.1.5 ldentification: RFC-791 Section 3.2
When sending an identical copy of an earlier datagram a

host MAY optionally retain the sane Identification field in
t he copy.
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DI SCUSSI ON
Some | nternet protocol experts have maintai ned that
when a host sends an identical copy of an earlier
dat agram the new copy should contain the same
Identification value as the original. There are two
suggested advantages: (1) if the datagrans are
fragmented and some of the fragnments are lost, the
receiver may be able to reconstruct a conpl ete datagram
fromfragnents of the original and the copies; (2) a
congested gateway night use the IP Identification field
(and Fragnment Offset) to discard duplicate datagrans
fromthe queue

However, the observed patterns of datagramloss in the
Internet do not favor the probability of retransnmtted
fragments filling reassenbly gaps, while other
nmechani snms (e.g., TCP repacketizing upon

retransm ssion) tend to prevent retransm ssion of an
identical datagram[IP:9]. Therefore, we believe that
retransmtting the same ldentification field is not
useful. Also, a connectionless transport protocol |ike
UDP woul d require the cooperation of the application
prograns to retain the sane Identification value in

i denti cal datagranmns.

3.2.1.6 Type-of-Service: RFC-791 Section 3.2
The "Type-of -Service" byte in the IP header is divided into

two sections: the Precedence field (high-order 3 bits), and
a field that is customarily called "Type-of-Service" or

"TOS" (loworder 5 bits). In this docunent, all references
to "TCS" or the "TOS field" refer to the loworder 5 bits
only.

The Precedence field is intended for Departnent of Defense
applications of the Internet protocols. The use of non-zero
values in this field is outside the scope of this docunent
and the I P standard specification. Vendors should consult

t he Def ense Conmuni cati on Agency (DCA) for guidance on the

| P Precedence field and its inplications for other protoco

| ayers. However, vendors should note that the use of
precedence will nost likely require that its val ue be passed
bet ween protocol layers in just the sane way as the TOS
field is passed.

The I P layer MJUST provide a neans for the transport layer to

set the TOS field of every datagramthat is sent; the
default is all zero bits. The IP layer SHOULD pass received
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TOS values up to the transport |ayer.

The particular link-1ayer mappings of TOS contained in RFC
795 SHOULD NOT be i npl enent ed.

DI SCUSSI ON
VWhile the TOS field has been little used in the past,
it is expected to play an increasing role in the near
future. The TOS field is expected to be used to
control two aspects of gateway operations: routing and
gqueuei ng al gorithns. See Section 2 of [INTRO 1] for
the requirenents on application prograns to specify TGOS
val ues.

The TOS field nay al so be mapped into |ink-Iayer
service selectors. This has been applied to provide
effective sharing of serial lines by different classes
of TCP traffic, for exanple. However, the mappings
suggested in RFC-795 for networks that were included in
the Internet as of 1981 are now obsol ete.

3.2.1.7 Tine-to-Live: RFC-791 Section 3.2

A host MJST NOT send a datagramwith a Tinme-to-Live (TTL)
val ue of zero

A host MJST NOT discard a datagram just because it was
received with TTL | ess than 2.

The I P layer MJST provide a nmeans for the transport |ayer to
set the TTL field of every datagramthat is sent. Wen a
fixed TTL value is used, it MJST be configurable. The
current suggested value will be published in the "Assigned
Nunbers" RFC.

DI SCUSSI ON
The TTL field has two functions: |imt the lifetinme of
TCP segnments (see RFC-793 [TCP:1], p. 28), and
termnate Internet routing loops. Although TTL is a
time in seconds, it also has sone attributes of a hop-
count, since each gateway is required to reduce the TTL
field by at |east one.

The intent is that TTL expiration will cause a datagram
to be discarded by a gateway but not by the destination
host; however, hosts that act as gateways by forwarding
dat agrans nust follow the gateway rules for TTL.
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A hi gher-layer protocol nmay want to set the TTL in
order to inplenent an "expandi ng scope” search for sone
Internet resource. This is used by sone diagnostic
tools, and is expected to be useful for locating the
"nearest" server of a given class using IP

mul ticasting, for exanple. A particular transport
protocol may al so want to specify its own TTL bound on
maxi mum dat agram | i feti ne.

A fixed value nust be at |east big enough for the
Internet "dianeter," i.e., the |ongest possible path.
A reasonabl e value is about tw ce the dianeter, to
all ow for continued Internet grow h.

3.2.1.8 Options: RFC-791 Section 3.2

There MUST be a means for the transport layer to specify IP
options to be included in transnmitted | P datagrans (see
Section 3.4).

Al'l 1P options (except NOP or END-OF-LIST) received in

dat agrans MJST be passed to the transport layer (or to | CWP
processi ng when the datagramis an | CMP nessage). The IP
and transport |ayer MJST each interpret those |IP options
that they understand and silently ignore the others.

Later sections of this docunent discuss specific IP option
support required by each of I1CvP, TCP, and UDP

DI SCUSSI ON
Passing all received IP options to the transport |ayer
is a deliberate "violation of strict layering” that is
designed to ease the introduction of new transport-
relevant | P options in the future. Each |ayer nust
pi ck out any options that are relevant to its own
processing and ignore the rest. For this purpose,
every | P option except NOP and END- OF- LI ST will include
a specification of its own | ength.

Thi s docunent does not define the order in which a
recei ver nmust process multiple options in the sane |IP
header. Hosts sending nultiple options nust be aware
that this introduces an anmbiguity in the nmeaning of
certain options when conmbined with a source-route
option.

| MPLEMENTATI ON
The I P layer nust not crash as the result of an option
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length that is outside the possible range. For
exanpl e, erroneous option | engths have been observed to
put sone |P inplenentations into infinite | oops.

are the requirenments for specific |IP options:

Security Option

Some environnents require the Security option in every
datagram such a requirenment is outside the scope of
this docunent and the I P standard specification. Note,
however, that the security options described in RFC 791
and RFC-1038 are obsolete. For DoD applications,
vendors shoul d consult [IP:8] for guidance.

Stream Il dentifier Option

This option is obsolete; it SHOULD NOT be sent, and it
MUST be silently ignored if received.

Source Route Options

A host MJST support originating a source route and MJST
be able to act as the final destination of a source
route.

I f host receives a datagram containing a conpl eted
source route (i.e., the pointer points beyond the |ast
field), the datagram has reached its final destination
the option as received (the recorded route) MJIST be
passed up to the transport layer (or to | CMP nessage
processing). This recorded route will be reversed and
used to forma return source route for reply datagrans
(see discussion of IP Options in Section 4). Wen a
return source route is built, it MJST be correctly
formed even if the recorded route included the source
host (see case (B) in the discussion bel ow).

An | P header containing nore than one Source Route
option MJUST NOT be sent; the effect on routing of
mul ti ple Source Route options is inplenentation-
speci fic.

Section 3.3.5 presents the rules for a host acting as
an intermediate hop in a source route, i.e., forwarding
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a source-routed datagram

DI SCUSSI ON

If a source-routed datagramis fragnented, each
fragment will contain a copy of the source route.
Since the processing of IP options (including a
source route) nust precede reassenbly, the
original datagramw Il not be reassenbled until
the final destination is reached.

Suppose a source routed datagramis to be routed
fromhost Sto host Dvia gateways Gl, &, ... Q.
There was an anbiguity in the specification over
whet her the source route option in a datagram sent
out by S should be (A or (B):

(A: >, &, ... &, D <--- CORRECT

(B): {S >&, G, ... &, D <---- WRONG
(where >> represents the pointer). If (A is
sent, the datagramreceived at Dwll contain the
option: {Gl, &, ... G >>}, with S and D as the
| P source and destination addresses. |f (B) were

sent, the datagramreceived at D woul d again
contain S and D as the sane I P source and
destination addresses, but the option would be:
{S, G, ...G1 >>}; i.e., the originating host
woul d be the first hop in the route.

Record Route Option

| mpl enent ati on of originating and processing the Record
Rout e option is OPTI ONAL.

Ti mestanp Option

| mpl enent ati on of originating and processing the
Timestanp option is OPTIONAL. |If it is inplenented,
the followi ng rules apply:

(0]

The originating host MIST record a tinestanp in a
Ti nest anp option whose Internet address fields are
not pre-specified or whose first pre-specified
address is the host’s interface address.
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0 The destination host MIST (if possible) add the
current timestanp to a Tinestanp option before
passing the option to the transport layer or to
| CVMP for processing.

o] A timestanp value MUST follow the rules given in
Section 3.2.2.8 for the | CMP Ti nmestanp nessage.

3.2.2 Internet Control Message Protocol -- |ICW

| CMP nessages are grouped into two cl asses.

*

| CMP error nessages:

Desti nati on Unreachabl e (see Section 3.2.2.1)
Redi r ect (see Section 3.2.2.2)
Sour ce Quench (see Section 3.2.2.3)
Ti me Exceeded (see Section 3.2.2.4)
Par anet er Probl em (see Section 3.2.2.5)
*
| CMP query nessages:
Echo (see Section 3.2.2.6)
I nformati on (see Section 3.2.2.7)
Ti mest anp (see Section 3.2.2.8)
Addr ess Mask (see Section 3.2.2.9)

If an | CVWP nmessage of unknown type is received, it MJST be
silently discarded.

Every | CMP error nessage includes the Internet header and at
least the first 8 data octets of the datagramthat triggered
the error; nore than 8 octets MAY be sent; this header and data
MUST be unchanged fromthe recei ved datagram

In those cases where the Internet layer is required to pass an
| CVMP error nessage to the transport layer, the I P protoco
nunber MUST be extracted fromthe original header and used to
sel ect the appropriate transport protocol entity to handle the
error.

An | CWP error nessage SHOULD be sent with nornmal (i.e., zero)
TOS bits.
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An | CVWP error nmessage MJST NOT be sent as the result of
recei vi ng:

*

an | CVWP error nessage, or

a datagram destined to an | P broadcast or |P nulticast
address, or

a datagram sent as a link-1layer broadcast, or

a non-initial fragnment, or

a dat agram whose source address does not define a single
host -- e.g., a zero address, a |oopback address, a

br oadcast address, a nulticast address, or a Class E
addr ess.

NOTE: THESE RESTRI CTI ONS TAKE PRECEDENCE OVER ANY REQUI REMENT
ELSEVWHERE I N THI S DOCUMENT FOR SENDI NG | CMP ERROR MESSAGES.

DI SCUSSI ON

These rules will prevent the "broadcast storns" that have
resulted fromhosts returning | CVMP error nessages in
response to broadcast datagrans. For exanple, a broadcast
UDP segment to a non-existent port could trigger a flood
of 1 CMP Destination Unreachabl e datagrans from al

nmachi nes that do not have a client for that destination
port. On a large Ethernet, the resulting collisions can
render the network useless for a second or nore.

Every datagramthat is broadcast on the connected network
shoul d have a valid IP broadcast address as its IP
destination (see Section 3.3.6). However, sone hosts
violate this rule. To be certain to detect broadcast

dat agrans, therefore, hosts are required to check for a
link-1ayer broadcast as well as an | P-layer broadcast
addr ess.

| MPLEMENTATI ON

This requires that the link layer informthe IP | ayer when
a link-layer broadcast datagram has been received; see
Section 2.4.

3.2.2.1 Destination Unreachable: RFC 792

The followi ng additional codes are hereby defined:

6 = destinati on networ k unknown

I nternet Engi neering Task Force [ Page 39]



RFC1122 I NTERNET LAYER COct ober 1989

7 = destination host unknown
8 = source host isolated

9 = communi cation wi th destination network
adm ni stratively prohibited

10 = comuni cation with destination host
adm ni stratively prohibited

11 = network unreachable for type of service
12 = host unreachable for type of service

A host SHOULD generate Destination Unreachabl e nmessages with
code:

2 (Protocol Unreachable), when the designated transport
protocol is not supported; or

3 (Port Unreachabl e), when the designated transport
protocol (e.g., UDP) is unable to denultiplex the
dat agram but has no protocol nmechanismto informthe
sender.

A Destination Unreachabl e nessage that is received MIST be
reported to the transport layer. The transport |ayer SHOULD
use the information appropriately; for exanple, see Sections
4.1.3.3, 4.2.3.9, and 4.2.4 below. A transport protoco

that has its own nmechani smfor notifying the sender that a
port is unreachable (e.g., TCP, which sends RST segnents)
MUST neverthel ess accept an | CMP Port Unreachabl e for the
sane purpose

A Destination Unreachabl e nessage that is received with code
O (Net), 1 (Host), or 5 (Bad Source Route) nmay result froma
routing transient and MJST therefore be interpreted as only
a hint, not proof, that the specified destination is
unreachable [IP:11]. For exanple, it MJST NOT be used as
proof of a dead gateway (see Section 3.3.1).

3.2.2.2 Redirect: RFC 792

A host SHOULD NOT send an | CMP Redirect nessage; Redirects
are to be sent only by gateways.

A host receiving a Redirect nessage MJST update its routing
i nformati on accordingly. Every host MJST be prepared to
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accept both Host and Network Redirects and to process them
as described in Section 3.3.1.2 bel ow.

A Redirect nessage SHOULD be silently discarded if the new
gateway address it specifies is not on the sanme connected
(sub-) net through which the Redirect arrived [INTRO 2,
Appendi x A], or if the source of the Redirect is not the
current first-hop gateway for the specified destination (see
Section 3.3.1).

3.2.2.3 Source Quench: RFC-792

A host MAY send a Source Quench nessage if it is
approachi ng, or has reached, the point at which it is forced
to discard incom ng datagrans due to a shortage of
reassenbly buffers or other resources. See Section 2.2.3 of
[ NTRO 2] for suggestions on when to send Source Quench

If a Source Quench message is received, the IP layer MJST
report it to the transport layer (or 1CWVP processing). In
general, the transport or application |ayer SHOULD i npl enent
a nmechanismto respond to Source Quench for any protoco

that can send a sequence of datagrans to the sane
destinati on and which can reasonably be expected to maintain
enough state information to make this feasible. See Section
4 for the handling of Source Quench by TCP and UDP

DI SCUSSI ON
A Source Quench may be generated by the target host or
by sone gateway in the path of a datagram The host
receiving a Source Quench should throttle itself back
for a period of time, then gradually increase the
transm ssion rate again. The nmechanismto respond to
Source Quench may be in the transport |ayer (for
connection-oriented protocols like TCP) or in the
application layer (for protocols that are built on top
of UDP).

A nechani sm has been proposed [IP:14] to nake the IP

| ayer respond directly to Source Quench by controlling
the rate at which datagranms are sent, however, this
proposal is currently experinental and not currently
recommended.

3.2.2.4 Tinme Exceeded: RFC-792

An inconming Tine Exceeded nmessage MJUST be passed to the
transport | ayer.
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DI SCUSSI ON
A gateway will send a Tine Exceeded Code O (In Transit)
message when it discards a datagram due to an expired
TTL field. This indicates either a gateway routing
| oop or too small an initial TTL val ue.

A host may receive a Tinme Exceeded Code 1 (Reassenbly
Ti meout) nessage from a destination host that has tinmed
out and di scarded an i nconpl ete datagram see Section
3.3.2 below. In the future, receipt of this nessage

m ght be part of sonme "MIU di scovery" procedure, to

di scover the maxi num datagram si ze that can be sent on
the path wi thout fragnentation

3.2.2.5 Paraneter Problem RFC- 792

A host SHOULD generate Paraneter Problem nessages. An
i ncom ng Paraneter Problem nmessage MJST be passed to the
transport layer, and it MAY be reported to the user.

DI SCUSSI ON
The | CvP Par aneter Probl em nessage is sent to the
source host for any problemnot specifically covered by
anot her | CMP nessage. Receipt of a Paraneter Problem
nmessage general ly indicates sone |ocal or renote
i npl ement ation error.

A new variant on the Paraneter Problem nessage is hereby
defi ned:
Code 1 = required option is nissing.

DI SCUSSI ON
This variant is currently in use in the mlitary
community for a missing security option

3.2.2.6 Echo Request/Reply: RFC 792

Every host MJST i npl enent an | CMP Echo server function that

recei ves Echo Requests and sends correspondi ng Echo Repli es.
A host SHOULD al so inpl enent an application-layer interface
for sending an Echo Request and receiving an Echo Reply, for
di agnosti c purposes.

An | CVP Echo Request destined to an |IP broadcast or IP
mul ti cast address MAY be silently discarded
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DI SCUSSI ON
This neutral provision results froma passionate debate
bet ween t hose who feel that |CMP Echo to a broadcast
address provides a val uabl e di agnostic capability and
those who feel that mnisuse of this feature can too
easily create packet storns.

The I P source address in an | CVWP Echo Reply MJST be the sane
as the specific-destination address (defined in Section
3.2.1.3) of the corresponding | CMP Echo Request nessage.

Data received in an | CMP Echo Request MJST be entirely
included in the resulting Echo Reply. However, if sending
the Echo Reply requires intentional fragnentation that is
not inplenented, the datagram MJST be truncated to maxi num
transm ssion size (see Section 3.3.3) and sent.

Echo Reply nessages MJST be passed to the | CMP user
interface, unless the correspondi ng Echo Request ori gi nated
inthe IP |ayer.

If a Record Route and/or Tinme Stanp option is received in an
| CMP Echo Request, this option (these options) SHOULD be
updated to include the current host and included in the IP
header of the Echo Reply nessage, w thout "truncation"

Thus, the recorded route will be for the entire round trip.

If a Source Route option is received in an | CMP Echo
Request, the return route MJUST be reversed and used as a
Source Route option for the Echo Reply nessage.

3.2.2.7 Information Request/Reply: RFC 792
A host SHOULD NOT i npl ement these nessages.

DI SCUSSI ON
The Informati on Request/Reply pair was intended to
support self-configuring systens such as di skl ess
wor kstations, to allow themto discover their |IP
network numbers at boot time. However, the RARP and
BOOTP protocol s provide better mechanisms for a host to
di scover its own | P address.

3.2.2.8 Tinestanp and Ti nestanp Reply: RFC 792

A host MAY inplenent Tinestanp and Tinestanp Reply. |[If they
are inplenented, the follow ng rules MIST be foll owed.
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0 The 1 QWP Ti nestanp server function returns a Ti mestanp
Reply to every Tinmestanp nessage that is received. |If
this function is inplenented, it SHOULD be desi gned for
mninmumvariability in delay (e.g., inplenented in the
kernel to avoid delay in scheduling a user process).

The follow ng cases for Tinmestanp are to be handl ed
according to the corresponding rules for |ICWP Echo:

o} An | CVWP Ti nestanp Request nessage to an | P broadcast or
I P nulticast address MAY be silently discarded.

0 The I P source address in an | CW Ti nestanp Reply MJST
be the same as the specific-destination address of the
correspondi ng Ti nestanp Request nessage

o] If a Source-route option is received in an | CMP Echo
Request, the return route MJST be reversed and used as
a Source Route option for the Timestanp Reply nessage

o} If a Record Route and/or Tinestanp option is received
in a Tinestanp Request, this (these) option(s) SHOULD
be updated to include the current host and included in
the I P header of the Timestanp Reply nessage

o] I ncom ng Ti mestanp Reply nessages MJST be passed up to
the 1 CVWP user interface.

The preferred formfor a tinestanp value (the "standard
value") is in units of nmilliseconds since nidnight Universa
Time. However, it may be difficult to provide this value
with mllisecond resolution. For exanple, many systens use
cl ocks that update only at line frequency, 50 or 60 tines
per second. Therefore, sone latitude is allowed in a
"standard val ue":

(a) A "standard val ue" MJST be updated at |east 15 tines
per second (i.e., at nmpost the six |loworder bits of the
val ue nay be undefi ned).

(b) The accuracy of a "standard val ue" MJST approxi nate

that of operator-set CPU clocks, i.e., correct within a
few m nut es.
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3.2.2.9 Address Mask Request/Reply: RFC 950

A host MJST support the first, and MAY inplenent all three,
of the follow ng nethods for determ ning the address nask(s)
corresponding to its | P address(es):

(1) static configuration information

(2) obtaining the address nmask(s) dynanically as a side-
effect of the systeminitialization process (see
[INTRG 1]); and

(3) sending | CvWP Address Mask Request(s) and receiving | CW
Address Mask Reply(s).

The choice of nethod to be used in a particular host MJUST be
confi gurabl e.

When et hod (3), the use of Address Mask messages, is
enabl ed, then:

(a) Wen it initializes, the host MJST broadcast an Address
Mask Request nessage on the connected network
corresponding to the I P address. It MJST retransnit
this message a small nunber of tinmes if it does not
recei ve an i medi ate Address Mask Reply.

(b) Until it has received an Address Mask Reply, the host
SHOULD assunme a mask appropriate for the address class
of the IP address, i.e., assunme that the connected
network is not subnetted.

(c) The first Address Mask Reply nessage recei ved MJST be
used to set the address nmask corresponding to the
particular local IP address. This is true even if the
first Address Mask Reply message is "unsolicited", in
which case it will have been broadcast and may arrive
after the host has ceased to retransmt Address Mask
Requests. Once the mask has been set by an Address
Mask Reply, later Address Mask Reply nmessages MJUST be
(silently) ignored.

Conversely, if Address Mask nmessages are disabled, then no

| CMP Address Mask Requests will be sent, and any |ICW
Address Mask Replies received for that local |IP address MJST
be (silently) ignored.

A host SHOULD nake sone reasonabl eness check on any address
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mask it installs; see | MPLEMENTATI ON secti on bel ow

A system MUST NOT send an Address Mask Reply unless it is an
authoritative agent for address nmasks. An authoritative
agent may be a host or a gateway, but it MJST be explicitly
configured as a address mask agent. Receiving an address
mask via an Address Mask Reply does not give the receiver
aut hority and MJUST NOT be used as the basis for issuing
Address Mask Repli es.

Wth a statically configured address nask, there SHOULD be
an additional configuration flag that determ nes whether the
host is to act as an authoritative agent for this mask,

i.e., whether it will answer Address Mask Request nessages
using this nask.

If it is configured as an agent, the host MJST broadcast an
Address Mask Reply for the nask on the appropriate interface
when it initializes.

See "System lnitialization" in [INTRO 1] for nore
i nformati on about the use of Address Mask Request/Reply
nessages.

DI SCUSSI ON
Hosts that casually send Address Mask Replies with
i nval i d address nasks have often been a serious
nui sance. To prevent this, Address Mask Replies ought
to be sent only by authoritative agents that have been
sel ected by explicit admnistrative action

When an authoritative agent receives an Address Mask
Request nessage, it will send a unicast Address Mask
Reply to the source | P address. |f the network part of
this address is zero (see (a) and (b) in 3.2.1.3), the
Reply will be broadcast.

CGetting no reply to its Address Mask Request nessages,
a host will assunme there is no agent and use an
unsubnetted nmask, but the agent nmay be only tenporarily
unreachable. An agent will broadcast an unsolicited
Address Mask Reply whenever it initializes, in order to
update the masks of all hosts that have initialized in
the nmeanti ne.

| MPLEMENTATI ON
The foll owi ng reasonabl eness check on an address nask
is suggested: the mask is not all 1 bits, and it is
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either zero or else the 8 highest-order bits are on
3.2.3 Internet Goup Managenent Protocol |GW

IGW [IP:4] is a protocol used between hosts and gateways on a
single network to establish hosts’ nenbership in particular

mul ticast groups. The gateways use this information, in
conjunction with a nmulticast routing protocol, to support IP
mul ticasting across the Internet.

At this time, inplementation of |GW is OPTIONAL; see Section
3.3.7 for nore information. Wthout |IGW, a host can stil
participate in nulticasting local to its connected networks.

3.3 SPECI FI C | SSUES
3.3.1 Routing Qutbound Datagrans

The 1P layer chooses the correct next hop for each datagramit
sends. |If the destination is on a connected network, the
datagramis sent directly to the destination host; otherw se,
it has to be routed to a gateway on a connected networKk.

3.3.1.1 Local/Renote Deci sion

To decide if the destination is on a connected network, the
followi ng al gorithm MJUST be used [see | P:3]:

(a) The address mask (particular to a local |IP address for
a nultihomed host) is a 32-bit mask that selects the
net wor k nunber and subnet nunber fields of the
correspondi ng | P address.

(b) If the IP destination address bits extracted by the
address mask match the I P source address bits extracted
by the same mask, then the destination is on the
correspondi ng connected network, and the datagramis to
be transmtted directly to the destination host.

(c) If not, then the destination is accessible only through
a gateway. Selection of a gateway is described bel ow
(3.3.1.2).

A speci al -case destination address is handl ed as foll ows:

* For a linited broadcast or a nulticast address, sinply
pass the datagramto the link layer for the appropriate
i nterface.
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* For a (network or subnet) directed broadcast, the
dat agram can use the standard routing al gorithmns.

The host I P |ayer MJUST operate correctly in a mninal
networ k environnent, and in particular, when there are no
gateways. For exanple, if the IP layer of a host insists on
finding at | east one gateway to initialize, the host will be
unabl e to operate on a single isolated broadcast net.

3.3.1.2 Gateway Sel ection

To efficiently route a series of datagrans to the same
destination, the source host MJST keep a "route cache" of
mappi ngs to next-hop gateways. A host uses the foll ow ng
basic algorithmon this cache to route a datagram this
algorithmis designed to put the primary routing burden on
the gateways [IP:11].

(a) If the route cache contains no information for a
particul ar destination, the host chooses a "default"”
gateway and sends the datagramto it. It also builds a
correspondi ng Route Cache entry.

(b) If that gateway is not the best next hop to the
destination, the gateway will forward the datagramto
the best next-hop gateway and return an | CMP Redirect
nmessage to the source host.

(c) Wen it receives a Redirect, the host updates the
next - hop gateway in the appropriate route cache entry,
so later datagranms to the same destination will go
directly to the best gateway.

Since the subnet nask appropriate to the destination address
is generally not known, a Network Redirect nessage SHOULD be
treated identically to a Host Redirect nessage; i.e., the
cache entry for the destination host (only) would be updated
(or created, if an entry for that host did not exist) for

t he new gat ewnay.

DI SCUSSI ON
This recommendation is to protect against gateways that
erroneously send Network Redirects for a subnetted
network, in violation of the gateway requirenents
[INTRO 2] .

When there is no route cache entry for the destination host
address (and the destination is not on the connected
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network), the I P layer MIUST pick a gateway fromits list of
"default" gateways. The IP layer MJST support multiple
default gateways

As an extra feature, a host |P layer MAY inplenent a table

of "static routes". Each such static route MAY include a
flag specifying whether it may be overridden by | CWP
Redi r ect s.

DI SCUSSI ON

A host generally needs to know at | east one default
gateway to get started. This information can be
obtained froma configuration file or else fromthe
host startup sequence, e.g., the BOOTP protocol (see
[INTRO 1]).

It has been suggested that a host can augnment its I|ist
of default gateways by recordi ng any new gateways it

| earns about. For exanple, it can record every gateway
to which it is ever redirected. Such a feature, while
possi bly useful in sonme circunstances, nmay cause
problens in other cases (e.g., gateways are not al
equal), and it is not recomended.

A static route is typically a particular preset napping
fromdestination host or network into a particul ar
next-hop gateway; it mght also depend on the Type-of -
Service (see next section). Static routes would be set
up by system adm nistrators to override the nornal
automatic routing nechanism to handl e exceptiona
situations. However, any static routing information is
a potential source of failure as configurations change
or equi pnent fails.

3.3.1.3 Route Cache

Each route cache entry needs to include the foll ow ng
fields:

(1) Local IP address (for a nmultihonmed host)
(2) Destination |IP address

(3) Type(s)-of-Service

(4) Next-hop gateway |P address

Field (2) MAY be the full |IP address of the destination
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or only the destination network nunber. Field (3),

the TGS, SHOULD be i ncl uded.

See Section 3.3.4.2 for a discussion of the inplications of
mul ti homi ng for the | ookup procedure in this cache.

DI SCUSSI ON

I ncluding the Type-of-Service field in the route cache
and considering it in the host route algorithmwll
provi de the necessary nmechani smfor the future when
Type-of -Service routing is comonly used in the
Internet. See Section 3.2.1.6.

Each route cache entry defines the endpoints of an
Internet path. Although the connecting path may change
dynanmically in an arbitrary way, the transm ssion
characteristics of the path tend to renain

approxi mately constant over a tinme period |longer than a
singl e typical host-host transport connection
Therefore, a route cache entry is a natural place to
cache data on the properties of the path. Exanples of
such properties mght be the maxi nrum unfragnented

dat agram si ze (see Section 3.3.3), or the average
round-trip delay measured by a transport protocol

This data will generally be both gathered and used by a
hi gher | ayer protocol, e.g., by TCP, or by an
application using UDP. Experinents are currently in
progress on caching path properties in this nanner.

There is no consensus on whether the route cache shoul d
be keyed on destination host addresses alone, or allow
bot h host and networ k addresses. Those who favor the
use of only host addresses argue that:

(1) As required in Section 3.3.1.2, Redirect nessages
will generally result in entries keyed on
destination host addresses; the sinplest and nost
general schene would be to use host addresses
al ways.

(2) The IP layer may not al ways know the address mask
for a network address in a conplex subnetted
envi ronnent .

(3) The use of only host addresses allows the
destination address to be used as a pure 32-bit
nurmber, which may allow the Internet architecture
to be nore easily extended in the future w thout
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any change to the hosts.

The opposing viewis that allowing a m xture of
destination hosts and networks in the route cache:

(1) Saves nmenory space.

(2) Leads to a sinpler data structure, easily
conbi ning the cache with the tables of default and
static routes (see bel ow).

(3) Provides a nore useful place to cache path
properties, as discussed earlier.

| MPLEMENTATI ON
The cache needs to be large enough to include entries
for the maxi mum nunber of destination hosts that nmay be
in use at one tine.

A route cache entry may al so include contro

i nformati on used to choose an entry for replacenent.

This might take the formof a "recently used" bit, a
use count, or a last-used tinmestanp, for exanple. It
is reconmended that it include the tinme of |ast

nmodi fication of the entry, for diagnostic purposes.

An inmpl enentation may w sh to reduce the overhead of
scanning the route cache for every datagramto be
transmitted. This nay be acconplished with a hash
table to speed the | ookup, or by giving a connection-
oriented transport protocol a "hint" or tenporary
handl e on the appropriate cache entry, to be passed to
the IP layer with each subsequent datagram

Al t hough we have described the route cache, the lists
of default gateways, and a table of static routes as
conceptual ly distinct, in practice they may be conbined
into a single "routing table" data structure.

3.3.1.4 Dead Gateway Detection
The 1P layer MIST be able to detect the failure of a "next-
hop" gateway that is listed in its route cache and to choose
an alternate gateway (see Section 3.3.1.5).

Dead gateway detection is covered in sone detail in RFC 816
[1P:11]. Experience to date has not produced a conplete
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algorithmwhich is totally satisfactory, though it has
identified several forbidden paths and prom sing techniques.

*

A particular gateway SHOULD NOT be used indefinitely in
the absence of positive indications that it is
functi oni ng.

Active probes such as "pinging” (i.e., using an | CWP
Echo Request/Reply exchange) are expensive and scal e
poorly. In particular, hosts MJST NOT actively check
the status of a first-hop gateway by sinply pinging the
gat eway conti nuously.

Even when it is the only effective way to verify a
gateway’ s status, pinging MJST be used only when
traffic is being sent to the gateway and when there is
no other positive indication to suggest that the
gateway is functioning.

To avoid pinging, the | ayers above and/or bel ow the
Internet |ayer SHOULD be able to give "advice" on the
status of route cache entries when either positive
(gateway OK) or negative (gateway dead) information is
avai l abl e.

DI SCUSSI ON

If an inplenentation does not include an adequate
mechani sm for detecting a dead gateway and re-routing,
a gateway failure may cause datagrans to apparently
vani sh into a "black hole". This failure can be
extremely confusing for users and difficult for network
personnel to debug.

The dead- gat eway detection nechani sm nust not cause
unaccept abl e | oad on the host, on connected networks,
or on first-hop gateway(s). The exact constraints on
the tineliness of dead gateway detection and on
acceptabl e | oad may vary sonewhat dependi ng on the
nature of the host’'s mssion, but a host generally
needs to detect a failed first-hop gateway quickly
enough that transport-layer connections will not break
before an alternate gateway can be sel ected

Passi ng advice fromother |ayers of the protocol stack
conplicates the interfaces between the layers, but it
is the preferred approach to dead gateway detection
Advi ce can cone from al nost any part of the | P/ TCP
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architecture, but it is expected to cone primarily from
the transport and link layers. Here are sone possible
sources for gateway advice

o] TCP or any connection-oriented transport protoco
shoul d be able to give negative advice, e.g.
triggered by excessive retransn ssions.

o} TCP may give positive advice when (new) data is
acknow edged. Even though the route may be
asynmetric, an ACK for new data proves that the
acknow eged data nust have been transmitted
successful ly.

o} An | CVP Redirect nmessage froma particul ar gat eway
shoul d be used as positive advice about that
gat ewnay.

0 Li nk-1ayer information that reliably detects and

reports host failures (e.g., ARPANET Destination
Dead nessages) shoul d be used as negative advice.

o] Failure to ARP or to re-validate ARP nappi ngs may
be used as negative advice for the correspondi ng
| P address.

o} Packets arriving froma particular |ink-Iayer

address are evidence that the systemat this
address is alive. However, turning this

i nformati on into advi ce about gateways requires
mappi ng the |ink-layer address into an |IP address,
and then checking that |IP address against the

gat eways pointed to by the route cache. This is
probably prohibitively inefficient.

Note that positive advice that is given for every
dat agram recei ved may cause unacceptabl e overhead in
t he i npl enent ati on.

Whi | e advi ce mi ght be passed using required argunents
inall interfaces to the IP layer, sone transport and
application layer protocols cannot deduce the correct
advice. These interfaces nust therefore allow a
neutral value for advice, since either always-positive
or always-negative advice |leads to incorrect behavior

There is another technique for dead gateway detection
that has been commonly used but is not reconmmended.
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Thi s techni que depends upon the host passively
receiving ("w retapping") the Interior Gateway Protoco
(1 GP) datagrans that the gateways are broadcasting to
each other. This approach has the drawback that a host
needs to recognize all the interior gateway protocols
that gateways nmay use (see [INTRO2]). In addition, it
only works on a broadcast network

At present, pinging (i.e., using | CVW Echo nessages) is
t he mechani sm for gateway probi ng when absol utely
required. A successful ping guarantees that the
addressed interface and its associ ated nmachi ne are up,
but it does not guarantee that the machine is a gateway
as opposed to a host. The normal inference is that if
a Redirect or other evidence indicates that a nmachine
was a gateway, successful pings will indicate that the
machine is still up and hence still a gateway.

However, since a host silently discards packets that a
gateway woul d forward or redirect, this assunption

could sonetinmes fail. To avoid this problem a new
| CMP nessage under devel opnent will ask "are you a
gat eway?"

| MPLEMENTATI ON
The follow ng specific algorithmhas been suggested:

o} Associate a "reroute tiner" with each gateway
pointed to by the route cache. Initialize the
timer to a value Tr, which nust be small enough to
al | ow detection of a dead gateway before transport
connections tine out.

o] Positive advice would reset the reroute tiner to
Tr. Negative advice would reduce or zero the
reroute tiner.

0 Whenever the I P |ayer used a particular gateway to
route a datagram it would check the corresponding
reroute tiner. |If the tiner had expired (reached

zero), the IP layer would send a ping to the
gateway, followed i mediately by the datagram

0 The ping (I CMP Echo) would be sent again if
necessary, up to Ntimes. |If no ping reply was
received in Ntries, the gateway woul d be assuned
to have failed, and a new first-hop gateway woul d
be chosen for all cache entries pointing to the
fail ed gat eway
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Note that the size of Tr is inversely related to the
anount of advice available. Tr should be |arge enough
to insure that:

* Any pinging will be at a low level (e.g., <10% of
all packets sent to a gateway fromthe host, AND

* pinging is infrequent (e.g., every 3 mnutes)

Since the recomended al gorithmis concerned with the
gat eways pointed to by route cache entries, rather than
the cache entries thenselves, a tw |evel data
structure (perhaps coordinated with ARP or simlar
caches) may be desirable for inplenenting a route
cache.

3.3.1.5 New Gateway Sel ection

If the failed gateway is not the current default, the IP

| ayer can imediately switch to a default gateway. If it is
the current default that failed, the IP | ayer MIST select a
different default gateway (assuning nore than one default is
known) for the failed route and for establishing new routes.

DI SCUSSI ON
When a gateway does fail, the other gateways on the
connected network will learn of the failure through
sonme inter-gateway routing protocol. However, this

wi Il not happen instantaneously, since gateway routing
protocols typically have a settling tinme of 30-60
seconds. If the host switches to an alternative

gat eway before the gateways have agreed on the failure,
the new target gateway will probably forward the
datagramto the failed gateway and send a Redirect back
to the host pointing to the failed gateway (!). The
result is likely to be a rapid oscillation in the
contents of the host’'s route cache during the gateway
settling period. It has been proposed that the dead-
gateway | ogi c should include sone hysteresis nechani sm
to prevent such oscillations. However, experience has
not shown any harm from such oscillations, since
servi ce cannot be restored to the host until the
gateways’ routing information does settle down.

| MPLEMENTATI ON
One i npl enentation techni que for choosing a new defaul t
gateway is to sinply round-robin anong the default
gateways in the host’s list. Another is to rank the

I nternet Engi neering Task Force [ Page 55]



RFC1122 I NTERNET LAYER COct ober 1989

gateways in priority order, and when the current
default gateway is not the highest priority one, to
"ping" the higher-priority gateways slowy to detect
when they return to service. This pinging can be at a
very lowrate, e.g., 0.005 per second.

3.3.1.6 Initialization
The follow ng informati on MJUST be confi gurable:
(1) | P address(es).
(2) Address mask(s).
(3) Alist of default gateways, with a preference |evel

A manual nethod of entering this configuration data MJST be
provided. |In addition, a variety of nmethods can be used to
determine this information dynam cally; see the section on
"Host Initialization" in [INTRO 1].

DI SCUSSI ON
Some host inplenmentations use "w retapping" of gateway
protocol s on a broadcast network to | earn what gateways
exist. A standard nethod for default gateway di scovery
i s under devel opment.

3.3.2 Reassenbly
The I P layer MJST inplenment reassenbly of | P datagrans.

We designate the | argest datagram size that can be reassenbl ed
by EMTU R ("Effective MIU to receive"); this is sonetines
called the "reassenbly buffer size". EMUR MJIST be greater
than or equal to 576, SHOULD be either configurable or

i ndefinite, and SHOULD be greater than or equal to the MIU of
t he connected network(s).

DI SCUSSI ON
A fixed EMIUR limt should not be built into the code
because sone application |ayer protocols require EMIU R
val ues larger than 576

| MPLEMENTATI ON
An inplenentation may use a contiguous reassenbly buffer
for each datagram or it nmay use a nore conplex data
structure that places no definite limt on the reassenbl ed
datagramsize; in the latter case, EMIUR is said to be
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"indefinite".

Logically, reassenbly is perforned by sinply copying each
fragment into the packet buffer at the proper offset.
Note that fragments may overlap if successive

retransm ssions use different packetizing but the same
reassenbly Id.

The tricky part of reassenbly is the bookkeeping to
deternmi ne when all bytes of the datagram have been
reassenbl ed. W recomrend dark’s algorithm[IP:10] that
requi res no additional data space for the bookkeeping.
However, note that, contrary to [IP:10], the first
fragment header needs to be saved for inclusion in a
possi ble I CVP Ti ne Exceeded (Reassenbly Ti meout) nessage.

There MUST be a nechani sm by which the transport |ayer can
learn MV5_R, the maxi mum nessage size that can be received and
reassenbled in an | P datagram (see GET_MAXSI ZES calls in
Section 3.4). If EMTUR is not indefinite, then the val ue of
MVS R is given by:

MVS R = EMIUR - 20
since 20 is the mininmum size of an | P header.

There MUST be a reassenbly tineout. The reassenbly tineout

val ue SHOULD be a fixed value, not set fromthe renaining TTL.
It is recommended that the value |ie between 60 seconds and 120
seconds. If this timeout expires, the partially-reassenbled
dat agram MUST be di scarded and an | CVMP Ti me Exceeded nessage
sent to the source host (if fragnent zero has been received).

DI SCUSSI ON
The | P specification says that the reassenbly tineout
shoul d be the remaining TTL fromthe | P header, but this
does not work well because gateways generally treat TTL as

a sinple hop count rather than an el apsed tinme. |If the
reassenbly tinmeout is too small, datagrans will be
di scarded unnecessarily, and communication nay fail. The

ti meout needs to be at least as large as the typica
maxi mum del ay across the Internet. A realistic mninm
reassenbly timeout would be 60 seconds.

It has been suggested that a cache night be kept of
round-trip times neasured by transport protocols for
various destinations, and that these val ues m ght be used
to dynanically deternine a reasonabl e reassenbly tinmeout
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val ue. Further investigation of this approach is
required.

If the reassenbly timeout is set too high, buffer
resources in the receiving host will be tied up too | ong,
and the MSL (Maxi mum Segnent Lifetime) [TCP:1] will be

| arger than necessary. The MSL controls the maxinumrate
at which fragnmented datagrans can be sent using distinct
val ues of the 16-bit Ident field; a larger MSL |owers the
maxi mumrate. The TCP specification [TCP: 1] arbitrarily
assumes a value of 2 minutes for MSL. This sets an upper
limt on a reasonable reassenbly timeout val ue.

3.3.3 Fragnentation

Optionally, the I P layer MAY inplenent a nmechanismto fragnent
out goi ng datagrans intentionally.

We designate by EMIU S ("Effective MIU for sending") the

maxi mum | P dat agram si ze that may be sent, for a particul ar
conbi nation of |IP source and destination addresses and perhaps
TCS.

A host MJST inplenment a nechanismto allow the transport |ayer
to learn MMS_S, the maxi num transport-I|layer nessage size that
may be sent for a given {source, destination, TOS} triplet (see
GET_MAXSI ZES call in Section 3.4). |If no local fragnentation
is performed, the value of MV S will be:

MVS_S = EMIU_S - <I P header size>

and EMIU_ S nust be |l ess than or equal to the MU of the network
interface corresponding to the source address of the datagram
Note that <IP header size> in this equation will be 20, unless
the I P reserves space to insert IP options for its own purposes
in addition to any options inserted by the transport |ayer

A host that does not inplenent |ocal fragmentation MJUST ensure
that the transport layer (for TCP) or the application |ayer
(for UDP) obtains MM5 S fromthe IP | ayer and does not send a
dat agram exceeding MWM5_S in size

It is generally desirable to avoid local fragnmentation and to
choose EMIU S | ow enough to avoid fragnentation in any gateway
along the path. In the absence of actual know edge of the

m ni mum MIU al ong the path, the I P layer SHOULD use

EMIU_S <= 576 whenever the destination address is not on a
connected network, and otherw se use the connected network’s
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MTU.
The MIU of each physical interface MIST be configurable.

A host | P layer inplenentation MAY have a configuration flag
"Al'l - Subnets-MIJ', indicating that the MU of the connected
network is to be used for destinations on different subnets
within the sane network, but not for other networks. Thus,
this flag causes the network class mask, rather than the subnet
address nmask, to be used to choose an EMIU S. For a nul ti honed
host, an "All-Subnets-MIU' flag is needed for each network

i nterface.

DI SCUSSI ON
Pi cking the correct datagram size to use when sending data
is a conplex topic [IP:9].

(a) 1In general, no host is required to accept an IP
dat agram | arger than 576 bytes (including header and
data), so a host nust not send a | arger datagram
wi t hout explicit know edge or prior arrangenent wth
the destination host. Thus, MM5 S is only an upper
bound on the datagram size that a transport protoco
may send; even when MVS_S exceeds 556, the transport
layer nmust limt its nmessages to 556 bytes in the
absence of other know edge about the destination
host .

(b) Sone transport protocols (e.g., TCP) provide a way to
explicitly informthe sender about the I|argest
dat agram t he other end can receive and reassenbl e
[IP:7]. There is no correspondi ng nmechanismin the
| P I ayer.

A transport protocol that assumes an EMIU R | ar ger
than 576 (see Section 3.3.2), can send a datagram of
this larger size to another host that inplenments the
same protocol

(c) Hosts should ideally Iimt their EMIU S for a given
destination to the mini rum MU of all the networks
along the path, to avoid any fragnentation. |IP
fragmentation, while formally correct, can create a
serious transport protocol perfornmance problem
because | oss of a single fragnent neans all the
fragments in the segnent nust be retransnitted
[I1P:9].
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Since nearly all networks in the Internet currently
support an MIU of 576 or greater, we strongly recomend
the use of 576 for datagrans sent to non-local networks.

It has been suggested that a host could deternine the MU
over a given path by sending a zero-offset datagram
fragment and waiting for the receiver to tinme out the
reassenbly (which cannot conplete!l) and return an | CW

Ti re Exceeded nessage. This nessage woul d include the

| argest renaining fragment header in its body. More

di rect mechani sns are being experinmented with, but have
not yet been adopted (see e.g., RFC 1063).

3.3.4 Local Miltihom ng
3.3.4.1 Introduction

A mul ti homed host has nultiple | P addresses, which we may
think of as "logical interfaces". These |logical interfaces
may be associated with one or nore physical interfaces, and
t hese physical interfaces may be connected to the sane or

di f ferent networks.

Here are sone inportant cases of nultihoni ng
(a) Miltiple Logical Networks

The Internet architects envisioned that each physica
network woul d have a single unique IP network (or
subnet) number. However, LAN adm nistrators have
sonmetinmes found it useful to violate this assunption
operating a LANwith nmultiple |ogical networks per
physi cal connected networKk.

If a host connected to such a physical network is
configured to handle traffic for each of N different
| ogi cal networks, then the host will have N I ogica
interfaces. These could share a single physica
interface, or mght use N physical interfaces to the
sane network

(b) Miltiple Logical Hosts

When a host has nultiple I P addresses that all have the
same <Networ k- nunber> part (and the sane <Subnet -
nunber> part, if any), the logical interfaces are known
as "logical hosts". These logical interfaces night
share a single physical interface or mght use separate
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physical interfaces to the same physical network
(c) Sinple Multihon ng

In this case, each logical interface is mapped into a
separate physical interface and each physical interface
is connected to a different physical network. The term
"mul ti hom ng" was originally applied only to this case,
but it is now applied nore generally.

A host with enbedded gateway functionality wll
typically fall into the sinple multihonm ng case. Note,
however, that a host may be sinply multihomed wi thout
cont ai ni ng an enbedded gateway, i.e., wthout
forwardi ng datagrans from one connected network to

anot her.

This case presents the nost difficult routing probl ens.
The choice of interface (i.e., the choice of first-hop
network) may significantly affect performance or even
reachability of renote parts of the Internet.

Finally, we note another possibility that is NOT

mul ti hom ng: one logical interface nmay be bound to nultiple
physical interfaces, in order to increase the reliability or
t hroughput between directly connected nmachi nes by providing
alternative physical paths between them For instance, two
systens might be connected by nultiple point-to-point |inks.
We call this "link-layer nultiplexing". Wth Iink-Iayer

mul ti pl exi ng, the protocols above the link layer are unaware
that multiple physical interfaces are present; the |ink-

| ayer device driver is responsible for nultiplexing and
routi ng packets across the physical interfaces.

In the Internet protocol architecture, a transport protoco
instance ("entity") has no address of its own, but instead
uses a single Internet Protocol (IP) address. This has
inplications for the IP, transport, and application |ayers,
and for the interfaces between them |In particular, the
application software nmay have to be aware of the nultiple IP
addresses of a nultihoned host; in other cases, the choice
can be made within the network software.

3.3.4.2 Miltihom ng Requirenents

The follow ng general rules apply to the selection of an IP
source address for sending a datagram from a nul ti homed
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host.

(1) |If the datagramis sent in response to a received
dat agram the source address for the response SHOULD be
the specific-destination address of the request. See
Sections 4.1.3.5 and 4.2.3.7 and the "Ceneral |ssues"”
section of [INTRO 1] for nore specific requirenments on
hi gher | ayers.

O herwi se, a source address nust be sel ect ed.

(2) An application MIUST be able to explicitly specify the
source address for initiating a connection or a
request.

(3) In the absence of such a specification, the networking
sof tware MUST choose a source address. Rules for this
choice are descri bed bel ow.

There are two key requirenment issues related to nultihom ng

(A) A host MAY silently discard an inconing datagram whose
destinati on address does not correspond to the physica
interface through which it is received.

(B) A host MAY restrict itself to sending (non-source-
routed) | P datagrans only through the physica
interface that corresponds to the I P source address of
t he dat agrans.

DI SCUSSI ON
I nternet host inplenmentors have used two different
conceptual nodels for nultihoming, briefly sumarized
in the follow ng discussion. This docunent takes no
stand on which nodel is preferred; each seens to have a
pl ace. This anbivalence is reflected in the issues (A
and (B) being optional

o] Strong ES Model

The Strong ES (End System i.e., host) node
enphasi zes the host/gateway (ES/I'S) distinction
and woul d therefore substitute MUST for MAY in

i ssues (A) and (B) above. It tends to nodel a
mul ti honed host as a set of logical hosts within
t he sane physical host.
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Wth respect to (A), proponents of the Strong ES
nodel note that automatic Internet routing
mechani sns could not route a datagramto a
physical interface that did not correspond to the
destinati on address.

Under the Strong ES nodel, the route conputation
for an outgoing datagramis the nmapping:

route(src | P addr, dest |IP addr, TOS)
-> gat eway

Here the source address is included as a paraneter
in order to select a gateway that is directly
reachabl e on the correspondi ng physical interface.
Note that this nodel logically requires that in
general there be at |east one default gateway, and
preferably nultiple defaults, for each |IP source
addr ess.

Weak ES Model

Thi s view de-enphasi zes the ES/IS distinction, and
woul d therefore substitute MJST NOT for MAY in

i ssues (A) and (B). This nodel may be the nore
natural one for hosts that wiretap gateway routing
protocols, and is necessary for hosts that have
enbedded gateway functionality.

The Weak ES Model may cause the Redirect mechani sm
to fail. |If a datagramis sent out a physica
interface that does not correspond to the
destination address, the first-hop gateway wil |

not realize when it needs to send a Redirect. On
the other hand, if the host has enbedded gateway
functionality, then it has routing information

wi thout listening to Redirects.

In the Weak ES nodel, the route conputation for an
out goi ng datagramis the nappi ng:

route(dest | P addr, TOS) -> gateway, interface

I nternet Engi neering Task Force [ Page 63]



RFC1122 I NTERNET LAYER COct ober 1989

3.3.4.3 Choosing a Source Address

DI SCUSSI ON
When it sends an initial connection request (e.g., a
TCP "SYN' segnent) or a datagram service request (e.g.
a UDP-based query), the transport layer on a nultihomned
host needs to know whi ch source address to use. |If the
application does not specify it, the transport |ayer
nmust ask the IP layer to performthe conceptua

mappi ng:

CET_SRCADDR(renote | P addr, TOS)
-> | ocal | P address

Here TGOS is the Type-of-Service value (see Section
3.2.1.6), and the result is the desired source address.
The following rules are suggested for inplementing this

mappi ng:

(a) If the renpte Internet address lies on one of the
(sub-) nets to which the host is directly
connected, a correspondi ng source address nmay be
chosen, unless the corresponding interface is
known to be down.

(b) The route cache may be consulted, to see if there
is an active route to the specified destination
networ k through any network interface; if so, a
| ocal | P address corresponding to that interface
may be chosen

(c) The table of static routes, if any (see Section
3.3.1.2) may be sinmlarly consulted.

(d) The default gateways nay be consulted. |If these
gateways are assigned to different interfaces, the
interface corresponding to the gateway with the
hi ghest preference may be chosen

In the future, there nay be a defined way for a

mul ti honed host to ask the gateways on all connected
net wor ks for advice about the best network to use for a
gi ven desti nation.

| MPLEMENTATI ON
It will be noted that this process is essentially the
same as datagramrouting (see Section 3.3.1), and
therefore hosts may be able to comnbine the
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i npl enment ati on of the two functions.
3.3.5 Source Route Forwarding

Subj ect to restrictions given below, a host MAY be able to act
as an internmediate hop in a source route, forwarding a source-
routed datagramto the next specified hop

However, in performng this gateway-like function, the host
MUST obey all the relevant rules for a gateway forwarding
source-routed datagrans [INTRO 2]. This includes the foll ow ng
speci fic provisions, which override the correspondi ng host

provi sions given earlier in this docunent:

(A TTL (ref. Section 3.2.1.7)

The TTL field MJUST be decrenented and the datagram perhaps
di scarded as specified for a gateway in [INTRO 2].

(B) |1CWMP Destination Unreachable (ref. Section 3.2.2.1)

A host MJST be able to generate Destination Unreachabl e
nmessages with the follow ng codes

4 (Fragnent ati on Required but DF Set) when a source-
rout ed datagram cannot be fragnmented to fit into the
target network

5 (Source Route Failed) when a source-routed datagram
cannot be forwarded, e.g., because of a routing

probl em or because the next hop of a strict source
route is not on a connected network.

(O I P Source Address (ref. Section 3.2.1.3)
A source-routed datagram bei ng forwarded MAY (and nornally
will) have a source address that is not one of the IP
addresses of the forwardi ng host.

(D) Record Route Option (ref. Section 3.2.1.8d)
A host that is forwarding a source-routed datagram
contai ning a Record Route option MJST update that option
if it has room

(E) Tinestanp Option (ref. Section 3.2.1.8e)

A host that is forwarding a source-routed datagram
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containing a Tinmestanp Opti on MJUST add the current
timestanp to that option, according to the rules for this
option.

To define the rules restricting host forwardi ng of source-
routed datagranms, we use the term"local source-routing” if the
next hop will be through the same physical interface through
whi ch the datagram arrived; otherwise, it is "non-loca
source-routing"

o] A host is permitted to performlocal source-routing
wi t hout restriction.

o] A host that supports non-local source-routing MJST have a
configurable switch to disable forwarding, and this switch
MJUST default to disabl ed.
o] The host MJST satisfy all gateway requirements for
configurable policy filters [INTRO 2] restricting non-
| ocal forwarding.
If a host receives a datagramwi th an inconplete source route
but does not forward it for some reason, the host SHOULD return
an | CMP Destination Unreachable (code 5, Source Route Fail ed)
message, unless the datagramwas itself an | CMP error nessage.
3.3.6 Broadcasts

Section 3.2.1.3 defined the four standard | P broadcast address
fornms:

Limted Broadcast: {-1, -1}
Directed Broadcast: {<Network-nunmber>, -1}

Subnet Directed Broadcast:
{ <Net wor k- nunber >, <Subnet - nunber >, - 1}

Al'l - Subnets Directed Broadcast: {<Network-nunber>,-1,-1}

A host MJST recogni ze any of these forms in the destination
address of an incom ng datagram

There is a class of hosts* that use non-standard broadcast
address fornms, substituting O for -1. Al hosts SHOULD

*4,2BSD Uni x and its derivatives, but not 4.3BSD
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recogni ze and accept any of these non-standard broadcast
addresses as the destination address of an incom ng datagram

A host MAY optionally have a configuration option to choose the
0 or the -1 form of broadcast address, for each physica
interface, but this option SHOULD default to the standard (-1)
form

When a host sends a datagramto a |link-layer broadcast address,
the I P destination address MJUST be a | egal |IP broadcast or IP
nmul ti cast address.

A host SHOULD silently discard a datagramthat is received via
a link-layer broadcast (see Section 2.4) but does not specify
an | P nulticast or broadcast destination address.

Hosts SHOULD use the Limted Broadcast address to broadcast to
a connect ed networKk.

DI SCUSSI ON
Using the Limted Broadcast address instead of a Directed
Br oadcast address nmmy i nprove system robustness. Problens
are often caused by nachines that do not understand the
pl et hora of broadcast addresses (see Section 3.2.1.3), or
that may have different ideas about which broadcast
addresses are in use. The prine exanple of the latter is
machi nes that do not understand subnetting but are
attached to a subnetted net. Sending a Subnet Broadcast
for the connected network will confuse those nachi nes,
which will see it as a nessage to sone other host.

There has been di scussi on on whet her a dat agram addr essed
to the Limted Broadcast address ought to be sent from al
the interfaces of a multihonmed host. This specification
takes no stand on the issue.

3.3.7 |IP Milticasting

A host SHOULD support local IP nmulticasting on all connected
networ ks for which a mapping fromCass D |IP addresses to
Iink-1ayer addresses has been specified (see below). Support
for local IP multicasting includes sending multicast datagrans,
joining multicast groups and receiving nulticast datagranms, and
| eaving multicast groups. This inplies support for all of
[1P:4] except the I1GW protocol itself, which is OPTI ONAL.

I nternet Engi neering Task Force [ Page 67]



RFC1122 I NTERNET LAYER COct ober 1989

DI SCUSSI ON
| GW provides gateways that are capable of multicast
routing with the information required to support IP
mul ticasting across nultiple networks. At this tineg,
mul ticast-routing gateways are in the experinental stage
and are not wi dely available. For hosts that are not
connected to networks with nulticast-routing gateways or
that do not need to receive nulticast datagrans
originating on other networks, |GV serves no purpose and
is therefore optional for now However, the rest of
[IP:4] is currently recommended for the purpose of
providing | P-l1ayer access to |ocal network nulticast
addressing, as a preferable alternative to | ocal broadcast
addressing. It is expected that 1GW wll becone
recomended at sone future date, when nulticast-routing
gat eways have becone nore w dely avail abl e.

If 1GW is not inplenmented, a host SHOULD still join the "all-
hosts" group (224.0.0.1) when the IP layer is initialized and
remain a nmenber for as long as the IP layer is active.

DI SCUSSI ON
Joining the "all-hosts" group will support strictly |oca
uses of multicasting, e.g., a gateway discovery protocol
even if 1GW is not inplenented.

The mapping of IP Cass D addresses to |local addresses is
currently specified for the follow ng types of networks:

o] Et hernet/ | EEE 802.3, as defined in [IP:4].

o] Any network that supports broadcast but not rmnulticast,
addressing: all IP Oass D addresses map to the |loca
br oadcast address.

o] Any type of point-to-point link (e.g., SLIP or HDLC
links): no mapping required. Al IP nmulticast datagrans
are sent as-is, inside the local fram ng

Mappi ngs for other types of networks will be specified in the
future.

A host SHOULD provide a way for higher-layer protocols or

applications to determ ne which of the host’s connected
networ k(s) support |IP nulticast addressing.
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3.3.8 Error Reporting

Wher ever practical, hosts MJST return | CVP error datagrans on
detection of an error, except in those cases where returning an
| CVMP error nmessage is specifically prohibited.

DI SCUSSI ON
A common phenonenon i n datagram networks is the "bl ack
hol e di sease": datagrams are sent out, but nothing cones
back. Wthout any error datagrans, it is difficult for
the user to figure out what the problemis

3.4 | NTERNET/ TRANSPORT LAYER | NTERFACE

The interface between the IP layer and the transport |ayer MJST
provide full access to all the nechanisns of the IP |ayer

i ncludi ng options, Type-of-Service, and Tinme-to-Live. The
transport | ayer MJST either have nechanisns to set these interface
paraneters, or provide a path to pass themthrough from an
application, or both.

DI SCUSSI ON
Applications are urged to make use of these nmechani sms where
appl i cabl e, even when the nmechani snms are not currently
effective in the Internet (e.g., TOS). This will allow these
mechani sms to be i medi ately useful when they do becone
effective, without a large anount of retrofitting of host
sof t war e

W now descri be a conceptual interface between the transport |ayer
and the I P layer, as a set of procedure calls. This is an
extension of the information in Section 3.3 of RFC-791 [IP:1].

* Send Dat agr am

SEND(src, dst, prot, TGS, TTL, Buf PTR, len, 1d, DF, opt
= result )

where the paraneters are defined in RFC-791. Passing an |d
paraneter is optional; see Section 3.2.1.5.
* Recei ve Dat agram

RECV( Buf PTR, prot
=> result, src, dst, SpecDest, TOCS, len, opt)
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Al'l the parameters are defined in RFC 791, except for:

SpecDest = specific-destination address of datagram
(defined in Section 3.2.1.3)

The result paranmeter dst contains the datagrani s destination

address. Since this may be a broadcast or nulticast address,
the SpecDest paraneter (not shown in RFC 791) MJST be passed.
The paraneter opt contains all the IP options received in the
dat agram these MJUST al so be passed to the transport |ayer

Sel ect Source Address
CGET_SRCADDR(renote, TOS) -> |ocal
renote = renote | P address
TOS = Type-of - Servi ce
local = |local |IP address

See Section 3.3.4.3.

Fi nd Maxi mum Dat agram Si zes
CGET_MAXSI ZES( | ocal, renpte, TOS) -> MM R MBS S
MVMS_R = naxi mum recei ve transport-nessage size

MVS_S = naxi mum send transport-nessage size.
(local, renote, TOS defined above)

See Sections 3.3.2 and 3. 3. 3.

Advi ce on Delivery Success

ADVI SE_DELI VPROB(sense, |ocal, renote, TOS)
Here the paraneter sense is a 1-bit flag indicating whether
positive or negative advice is being given; see the

di scussion in Section 3.3.1.4. The other paraneters were
defined earlier.

Send | CVWP Message

SEND | CWP(src, dst, TOS, TTL, Buf PTR, len, 1d, DF, opt)
-> result
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(Paraneters defined in RFC 791).

Passing an |Id paraneter is optional; see Section 3.2.1.5.

The transport layer MJST be able to send certain | CW

messages: Port Unreachable or any of the query-type

nmessages. This function could be considered to be a speci al

case of the SEND() call, of course; we describe it separately

for clarity.

* Recei ve | CMP Message

RECV | CWP(Buf PTR ) -> result, src, dst, len, opt
(Paranmeters defined in RFC 791).

The I P layer MJUST pass certain | CMP nessages up to the

appropriate transport-layer routine. This function could be

considered to be a special case of the RECV() call, of

course; we describe it separately for clarity.

For an | CMP error nessage, the data that is passed up MJUST

i nclude the original Internet header plus all the octets of

the original nessage that are included in the | CMP nessage.

This data will be used by the transport layer to locate the

connection state information, if any.

In particular, the following | CMP nessages are to be passed

up:

0 Desti nati on Unreachabl e

o} Source Quench

o] Echo Reply (to ICMP user interface, unless the Echo
Request originated in the | P |ayer)

o] Timestanp Reply (to I CVP user interface)

o] Ti me Exceeded

DI SCUSSI ON

In the future, there nmay be additions to this interface to
pass path data (see Section 3.3.1.3) between the I P and
transport |ayers.
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3.5 | NTERNET LAYER REQUI REMENTS SUMVARY

| [ || Sl |
| | | | IH |F
| | | | I1AMo
| | |SI Y Yo
| | [H [L|St
| IMQ |[DT|n
| [UUM | |o
| | S| LI AN Nt
| | TID YOt
FEATURE | SECTION | | | |[T|Tle
------------------------------------------------- [--------1-1-1-1-1-1--
| [
| mpl enent | P and | CWP [3.1 [ x| | | |
Handl e renote multi homing in application |ayer [3.1 [ x| | | |
Support local nultihon ng [3.1 | | Ix] |
Meet gateway specs if forward datagrans [3.1 [ x| | | |
Configuration switch for enbedded gat eway [3.1 Ix | | ] |1
Config switch default to non-gateway [3.1 Ix] | || |2
Aut o- confi g based on nunmber of interfaces [3.1 [ || | IxI1
Able to | og di scarded datagrans [3.1 | Ix] | |
Record in counter [3.1 | Ix] | |
| [ L]
Silently discard Version != 4 [3.2.2.2 | x| | | |
Verify I P checksum silently discard bad dgram [3.2.1.2 |x| | | |
Addr essi ng: | I 11 1] |
Subnet addressing (RFC 950) [3.2.2.3 |x] | | |
Src address nust be host’s own | P address [3.2.2.3 |x] | | |
Silently discard datagramw th bad dest addr [3.2.2.3 |x] | | |
Silently discard datagramw th bad src addr [3.2.2.3 |x] | | |
Support reassenbly [3.2.1.4 | x| | | |
Retain sane Id field in identical datagram [3.2.2.5 | | Ix] | |
| [ L]
TGCs: | [ L]
Al'low transport |ayer to set TGOS [3.2.2.6 | x| | | |
Pass received TOS up to transport |ayer [3.2.2.6 | |x| | |
Use RFC-795 link-layer mappings for TOS [3.2.1.6 | | | |X]
TTL: | [ L]
Send packet with TTL of O [3.2.2.7 | | | | |x]
Di scard received packets with TTL < 2 [3.2.2.7 | | | | |x
Al'low transport |ayer to set TTL [3.2.2.7 | x| | | |
Fi xed TTL is configurable [3.2.2.7 | x| | | |
| [
| P Options: | I 11 1] |
Al'l ow transport |ayer to send |IP options [3.2.2.8 | x| | | |
Pass all I P options rcvd to higher |ayer [3.2.2.8 | x| | | |
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I P layer silently ignore unknown options
Security option
Send Stream ldentifier option
Silently ignore Stream ldentifer option
Record Route option
Ti mest anp option

Source Route Option:
Oiginate & term nate Source Route options
Datagram with conpl eted SR passed up to TL
Build correct (non-redundant) return route
Send nmultiple SR options in one header

PRPRPRRERE
o)
L=

NNNNNN

i
©
o
X X X

NNNN

| CVP;
Silently discard | CMP nsg with unknown type
Include nore than 8 octets of orig datagram
I ncl uded octets same as received
Demux | CVP Error to transport protocol
Send | CWP error nmessage with TOS=0
Send | CWP error message for:
- |CWP error nsg
- IP b’ cast or IP nicast
- Link-layer b’cast
- Non-initial fragnent
- Datagram wi th non-uni que src address
Return | CMP error nsgs (when not prohibited)

NN
NN NN

WD
ONNNNN

Dest Unreachabl e:
Cenerate Dest Unreachabl e (code 2/3)
Pass | CMP Dest Unreachabl e to hi gher |ayer
Hi gher |ayer act on Dest Unreach
Interpret Dest Unreach as only hint
Redi rect:
Host send Redirect
Update route cache when recv Redirect
Handl e bot h Host and Net Redirects
Discard ill egal Redirect
Sour ce Quench:
Send Source Quench if buffering exceeded
Pass Source Quench to higher |ayer
H gher |ayer act on Source Quench
Ti mre Exceeded: pass to higher |ayer
Par anet er Probl em
Send Par aneter Probl em nessages
Pass Parameter Problemto higher |ayer
Report Paraneter Problemto user

NN
NN

N A

NN
NN
NN NN

NNNN
NNNN
B ww

NININ
NININ

(& 4]

| CMP Echo Request or Reply:
Echo server and Echo client

w
N
N
D
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Echo client

Di scard Echo Request to broadcast address
Di scard Echo Request to nulticast address
Use specific-dest addr as Echo Reply src
Send sanme data in Echo Reply

Pass Echo Reply to higher |ayer

Refl ect Record Route, Tinme Stanp options
Reverse and refl ect Source Route option

xX X

WWwwwwwww

NNNNNNNN

NNNNNNNN

)OI oY OY Oy OY O O
X X X

x

| CVP I nformation Request or Reply:

| VP Timestanp and Ti mestanp Reply
M nim ze delay variability
Silently discard b’ cast Tinmestanp
Silently discard nicast Tinmestanmp
Use specific-dest addr as TS Reply src
Refl ect Record Route, Tine Stanp options
Reverse and reflect Source Route option
Pass Timestanp Reply to higher |ayer
bey rules for "standard val ue"

Wwwwwwwwww
MO NNND
MO NNND
00 00 0O O 00 00 00 CO 00 ~
<
X X X
RPRRRRRERR

X X X

| CMP Address Mask Request and Reply:

Addr Mask source configurabl e

Support static configuration of addr nmask

Get addr mask dynamically during booting

Get addr via | CMP Addr Mask Request/ Reply
Retransmit Addr Mask Req if no Reply
Assunme default mask if no Reply
Updat e address mask fromfirst Reply only

Reasonabl eness check on Addr Mask

Send unaut hori zed Addr Mask Reply nsgs
Explicitly configured to be agent

Static config=> Addr-Mask-Aut horitative flag
Br oadcast Addr Mask Reply when init.

x x X X
x x

xX X
wWww

x
x

WWWWwWwwwwwwww
NNNNNNNNNNNDND
NNNNNNNNNNNDND
(O (O (O (© © © © © © © © ©

x

ROUTI NG OUTBOUND DATAGRAMS
Use address nask in |ocal/renote decision
Operate with no gateways on conn network
Mai ntain "route cache" of next-hop gateways
Treat Host and Net Redirect the sane
If no cache entry, use default gateway
Support multiple default gateways
Provide table of static routes
Fl ag: route overridable by Redirects
Key route cache on host, not net address
Include TOS in route cache

X X X

X X

X X X

WWWwwwwwwww

WWWwWwwwwww
el o o

WWNDNNNNNPRP P

Abl e to detect failure of next-hop gateway
Assume route is good forever

ww
ww

Pe

» b
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Pi ng gateways conti nuously [3.3.2.4 | | | | |x]
Ping only when traffic being sent [3.3.2.4 | x| | | |
Ping only when no positive indication [3.3.1.4 | x| | | |
H gher and | ower | ayers give advice [3.3.1.4 | |x| | |
Switch fromfailed default g way to another [3.3.2.5 |x] | | |
Manual method of entering config info [3.3.2.6 | x| | | |
| [ L]
REASSEMBLY and FRAGVENTATI ON: | [ 11 1 |
Abl e to reassenbl e i ncom ng dat agrans [3.3.2 [x] | | |
At | east 576 byte datagrans [3.3.2 [ x| | | |
EMIU R configurable or indefinite [3.3.2 | Ix] | |
Transport layer able to learn MVB_R [3.3.2 [ x| | | |
Send | CWP Ti ne Exceeded on reassenbly timeout |3.3.2 [xl | | | |
Fi xed reassenbly tinmeout val ue [3.3.2 | Ix] | |
| [
Pass MM5_S to higher |ayers |3.3.3 [ x| | | |
Local fragnentation of outgoing packets |3.3.3 I | Ix] |
El se don’t send bigger than MV5S_S |3.3.3 [ x| | | |
Send max 576 to off-net destination |3.3.3 | Ix] | |
Al'l - Subnet s- MTU configuration flag [3.3.3 | | I x] |
| [
MULTI HOM NG | I 11 1] |
Reply with sane addr as spec-dest addr [3.3.4.2 | |x| | |
Al'l ow application to choose | ocal |P addr [3.3.4.2 | x| | | |
Silently discard d gramin "wong" interface [3.3.4.2 | | Ix] | |
Only send d’ gramthrough "right” interface [3.3.4.2 | | x| | |4
| [
SOURCE- ROUTE FORWARDI NG | I 11 1] |
Forward datagram with Source Route option [3.3.5 | | Ix] | |1
bey correspondi ng gateway rul es [3.3.5 Ix | | ] |1
Update TTL by gateway rul es |3.3.5 Ix | | ] |1
Able to generate ICVWP err code 4, 5 [3.3.5 Ix | | ] |1
IP src addr not | ocal host [3.3.5 [ ] Ix] | |2
Updat e Ti nestanp, Record Route options |3.3.5 Ix | | | |1
Configurable switch for non-local SRing [3.3.5 Ix | | ] |1
Defaults to OFF [3.3.5 Ix | | ] |1
Satisfy gwy access rules for non-local SRing |3.3.5 Ix | | ] |1
If not forward, send Dest Unreach (cd 5) [3.3.5 | Ix] | ] |2
| [
BROADCAST: | I 11 | |
Broadcast addr as | P source addr [3.2.2.3 ] | | | |x
Receive 0 or -1 broadcast formats K [3.3.6 [ x| | |
Config ble option to send O or -1 b’ cast |3.3.6 | | Ix] |
Default to -1 broadcast |3.3.6 | Ix] | |
Recogni ze al |l broadcast address fornmats [3.3.6 [x] | | |
Use | P b’ cast/mnmicast addr in link-layer b’'cast |3.3.6 [ x| | | |
Silently discard link-layer-only b’ cast dg's |3.3.6 | Ix] | | |
Use Limted Broadcast addr for connected net |3.3.6 [ Ix] | | |
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MULTI CAST:
Support local IP nulticasting (RFC 1112)
Support | GW (RFC-1112)
Join all-hosts group at startup
Hi gher layers learn i’face mcast capability

Wwwow
ENENENEN]
X X X

Al'low transport |layer to use all |IP nechani sns
Pass interface ident up to transport |ayer
Pass all |IP options up to transport |ayer
Transport layer can send certain | CMP nessages
Pass spec’d | CMP nessages up to transp. |ayer
Include IP hdr+8 octets or nore fromorig.
Able to leap tall buildings at a single bound

X X X X X X

|
|
|
|
|
|
| NTERFACE: |
|
|
|
|
|
|
|

(& I S S R )

Foot not es:

(1) Only if feature is inplenented.

(2) This requirenent is overruled if datagramis an | CMP error nessage
(3) Only if feature is inplenmented and is configured "on".

(4) Unl ess has enbedded gateway functionality or is source routed.
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4. TRANSPORT PROTOCOLS
4.1 USER DATAGRAM PROTCCOL -- UDP
4.1.1 | NTRODUCTI ON

The User Datagram Protocol UDP [UDP:1] offers only a ninimal
transport service -- non-guaranteed datagramdelivery -- and

gi ves applications direct access to the datagram service of the
IP layer. UDP is used by applications that do not require the
| evel of service of TCP or that wish to use comuni cations
services (e.g., multicast or broadcast delivery) not avail able
from TCP.

UDP is alnobst a null protocol; the only services it provides
over | P are checksumri ng of data and multi pl exi ng by port
nunmber. Therefore, an application program running over UDP
nmust deal directly with end-to-end conmuni cati on probl ens that
a connection-oriented protocol would have handled -- e.g.
retransm ssion for reliable delivery, packetization and
reassenbly, flow control, congestion avoi dance, etc., when
these are required. The fairly conplex coupling between |IP and
TCP will be mirrored in the coupling between UDP and nany
applications using UDP

4.1.2 PROTOCOL WALK- THROUGH

There are no known errors in the specification of UDP
4.1.3 SPECI FI C | SSUES

4.1.3.1 Ports

UDP wel | - known ports follow the sane rules as TCP wel | - known
ports; see Section 4.2.2.1 bel ow

If a datagram arrives addressed to a UDP port for which
there is no pending LISTEN call, UDP SHOULD send an | CWP
Port Unreachabl e nessage

4.1.3.2 1P Options

UDP MJST pass any I P option that it receives fromthe IP
| ayer transparently to the application |ayer.

An application MJST be able to specify |IP options to be sent

inits UDP datagrans, and UDP MJUST pass these options to the
| P layer.
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DI SCUSSI ON
At present, the only options that need be passed
through UDP are Source Route, Record Route, and Tine
Stanp. However, new options may be defined in the
future, and UDP need not and shoul d not make any
assunptions about the format or content of options it
passes to or fromthe application; an exception to this
m ght be an I P-layer security option.

An application based on UDP will need to obtain a
source route froma request datagram and supply a
reversed route for sending the corresponding reply.

4.1.3.3 | CVWP Messages

UDP MJST pass to the application layer all |CMP error
nessages that it receives fromthe IP layer. Conceptually
at least, this may be acconplished with an upcall to the
ERROR_REPORT routine (see Section 4.2.4.1).

DI SCUSSI ON
Note that |ICMP error nessages resulting fromsending a
UDP dat agram are received asynchronously. A UDP-based
application that wants to receive |CMP error nessages
is responsible for maintaining the state necessary to
demul ti pl ex these nmessages when they arrive; for
exanpl e, the application nay keep a pending receive
operation for this purpose. The application is also
responsi ble to avoid confusion froma del ayed | CWP
error nessage resulting froman earlier use of the sane

port(s).
4.1.3.4 UDP Checksuns

A host MJST inplement the facility to generate and validate
UDP checksums. An application MAY optionally be able to
control whether a UDP checksumw || be generated, but it
MUST default to checksunm ng on

If a UDP datagramis received with a checksumthat is non-
zero and invalid, UDP MUST silently discard the datagram

An application MAY optionally be able to control whether UDP
dat agranms wi t hout checksuns shoul d be di scarded or passed to
the application.

DI SCUSSI ON

Some applications that norrmally run only across |oca
area networks have chosen to turn off UDP checksuns for
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efficiency. As a result, numerous cases of undetected
errors have been reported. The advisability of ever
turning off UDP checksumming is very controversial

| MPLEMENTATI ON
There is a comon inplenentation error in UDP
checksunms. Unlike the TCP checksum the UDP checksum
is optional; the value zero is transnmitted in the
checksum field of a UDP header to indicate the absence
of a checksum If the transmitter really calculates a
UDP checksum of zero, it nust transmit the checksum as
all 1's (65535). No special action is required at the
recei ver, since zero and 65535 are equivalent in 1's
compl enent arithnetic.

4.1.3.5 UDP Ml tihoni ng

Wien a UDP datagramis received, its specific-destination
address MJST be passed up to the application |ayer.

An application program MJST be able to specify the I P source
address to be used for sending a UDP datagramor to leave it
unspecified (in which case the networking software will
choose an appropriate source address). There SHOULD be a
way to comunicate the chosen source address up to the
application layer (e.g, so that the application can |ater
receive a reply datagramonly fromthe correspondi ng

i nterface).

DI SCUSSI ON
A request/response application that uses UDP shoul d use
a source address for the response that is the sane as
the specific destination address of the request. See
the "General |ssues" section of [INTRGO 1].

4.1.3.6 Invalid Addresses
A UDP datagramreceived with an invalid |IP source address
(e.g., a broadcast or multicast address) nust be discarded
by UDP or by the IP |ayer (see Section 3.2.1.3).

When a host sends a UDP datagram the source address MJST be
(one of) the I P address(es) of the host.

4.1.4 UDP/ APPL| CATI ON LAYER | NTERFACE

The application interface to UDP MJST provide the full services
of the IP/transport interface described in Section 3.4 of this
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docunent. Thus, an application using UDP needs the functions
of the GET_SRCADDR(), GET_MAXSIZES(), ADVI SE DELI VPROB(), and
RECV_ I CWP() calls described in Section 3.4. For exanpl e,
CGET_MAXSI ZES() can be used to learn the effective nmaxi num UDP
maxi mum dat agram si ze for a particular {interface, renote
host, TOS} triplet.

An application-1layer program MJIST be able to set the TTL and
TOS values as well as IP options for sending a UDP dat agram
and t hese val ues nust be passed transparently to the IP |ayer.
UDP MAY pass the received TOS up to the application |ayer

4.1.5 UDP REQUI REMENTS SUMVARY

| [ || Sl |
| | | | IH |F
| | | | I1AMo
| | |SI Y Yo
| | [H [L|St
| IMQ [DT|n
| [UUM | |o
| | S| LI AN Nt
| | TID YOt
FEATURE | SECTION | | | |[T|Tle
------------------------------------------------- [--------1-1-1-1-1-1--
| L]
UDP | [ L]
------------------------------------------------- | =------=]-1-1-1-1-1--
| [ L]
UDP send Port Unreachabl e [4.1.3.2 | |x| | |
| [ L1
I P Options in UDP | [ 11 | |
- Pass rcv'd I P options to applic layer [4.1.3.2 |x] | | |
- Applic layer can specify IP options in Send [4.1.3.2 |x] | | |
- UDP passes | P options down to |P |ayer [4.1.3.2 |x] | | |
| [ L]
Pass | CVMP nsgs up to applic |ayer [4.1.3.3 |x] | | |
| L]
UDP checksunmns: | I 11 1] |
- Able to generate/check checksum [4.1.3.4 |x] | | |
- Silently discard bad checksum [4.2.3.4 |x] | | | |
- Sender Option to not generate checksum [4.12.3.4 | | Ix] | |
- Default is to checksum [4.1.3.4 |x] | | | |
- Receiver Option to require checksum [4.2.3.4 | | |x| | |
| [ L]
UDP Mul ti hom ng | [ 111 1 1
- Pass spec-dest addr to application [4.1.3.5 |x] | | |
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- Applic layer can specify Local |P addr [4.2.3.5 |x] | | | |
- Applic layer specify wild Local |IP addr [4.12.3.5 |x] | | | |
- Applic layer notified of Local |P addr used [4.2.3.5 | |x] | | |
| [ T I O

Bad | P src addr silently discarded by UDP/IP [4.1.3.6 |x] | | | |
Only send valid | P source address [4.2.3.6 |x] | | | |
UDP Application Interface Services | I 1 1] |
Full IPinterface of 3.4 for application |4.1.4 [xl | | | |
- Able to spec TTL, TCS, | P opts when send dg |4.1.4 [x] | | | |
- Pass received TOS up to applic layer |4.1.4 I | Ix] | |
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4.2 TRANSM SSI ON CONTRCL PROTOCOL -- TCP
4.2.1 | NTRODUCTI ON

The Transmi ssion Control Protocol TCP [TCP:1] is the primary
virtual -circuit transport protocol for the Internet suite. TCP
provides reliable, in-sequence delivery of a full-duplex stream
of octets (8-bit bytes). TCP is used by those applications
needi ng reliable, connection-oriented transport service, e.g.
mail (SMIP), file transfer (FTP), and virtual terninal service
(Telnet); requirenents for these application-layer protocols
are described in [INTRO 1].

4.2.2 PROTOCOL WALK- THROUGH
4.2.2.1 \Well-Known Ports: RFC-793 Section 2.7

DI SCUSSI ON
TCP reserves port numbers in the range 0-255 for
"wel | -known" ports, used to access services that are
standardi zed across the Internet. The renmi nder of the
port space can be freely allocated to application
processes. Current well-known port definitions are
listed in the RFC entitled "Assigned Nunbers"
[INTRO6]. A prerequisite for defining a new well -
known port is an RFC docunenting the proposed service
in enough detail to allow new i npl enentations.

Sone systens extend this notion by adding a third
subdi vi sion of the TCP port space: reserved ports,

whi ch are generally used for operating-systemspecific
services. For exanmple, reserved ports might fal

bet ween 256 and sone system dependent upper limt.
Sonme systens further choose to protect well-known and
reserved ports by permtting only privileged users to
open TCP connections with those port values. This is
perfectly reasonable as |ong as the host does not
assune that all hosts protect their |ow nunbered ports
in this manner.

4.2.2.2 Use of Push: RFC 793 Section 2.8

When an application issues a series of SEND calls wthout
setting the PUSH flag, the TCP MAY aggregate the data
internally without sending it. Simlarly, when a series of
segnments is received without the PSH bit, a TCP MAY queue
the data internally without passing it to the receiving
application.
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The PSH bit is not a record marker and is independent of
segnment boundaries. The transmitter SHOULD col | apse
successive PSH bits when it packetizes data, to send the
| ar gest possi bl e segnent.

A TCP MAY inplenment PUSH flags on SEND calls. |f PUSH fl ags
are not inplenmented, then the sending TCP: (1) rmnust not
buffer data indefinitely, and (2) MJST set the PSH bit in
the | ast buffered segnent (i.e., when there is no nore
queued data to be sent).

The di scussion in RFC 793 on pages 48, 50, and 74
erroneously inplies that a received PSH flag nmust be passed
to the application layer. Passing a received PSHflag to
the application layer is now OPTI ONAL.

An application programis logically required to set the PUSH
flag in a SEND call whenever it needs to force delivery of
the data to avoid a communi cati on deadl ock. However, a TCP
SHOULD send a maxi mum si zed segment whenever possible, to

i mprove performance (see Section 4.2.3.4).

DI SCUSSI ON
Wien the PUSH flag is not inplenmented on SEND call s,
i.e., when the application/ TCP interface uses a pure
stream ng nodel, responsibility for aggregating any
tiny data fragnents to formreasonabl e sized segnents
is partially borne by the application |ayer

Cenerally, an interactive application protocol nust set
the PUSH flag at least in the last SEND call in each
command or response sequence. A bulk transfer protoco
like FTP should set the PUSH flag on the | ast segnent
of a file or when necessary to prevent buffer deadl ock

At the receiver, the PSH bit forces buffered data to be
delivered to the application (even if less than a ful
buf fer has been received). Conversely, the |lack of a
PSH bit can be used to avoid unnecessary wakeup calls
to the application process; this can be an inportant
performance optinization for large tinmesharing hosts.
Passing the PSH bit to the receiving application allows
an anal ogous optinization within the application

4,2.2.3 Wndow Size: RFC-793 Section 3.1

The wi ndow si ze MJST be treated as an unsi gned nunber, or
el se large wi ndow sizes will appear |ike negative w ndows
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and TCP will not work. It is RECOVMMENDED t hat

i npl enment ati ons reserve 32-bit fields for the send and
recei ve wi ndow sizes in the connection record and do al
wi ndow conputations with 32 bits.

DI SCUSSI ON
It is known that the window field in the TCP header is
too small for high-speed, |ong-delay paths.
Experi mental TCP options have been defined to extend
the wi ndow si ze; see for exanple [TCP:11]. In
anticipation of the adoption of such an extension, TCP
i mpl ementors should treat windows as 32 bits.

4.2.2.4 Ugent Pointer: RFC-793 Section 3.1

The second sentence is in error: the urgent pointer points
to the sequence nunber of the LAST octet (not LAST+1) in a
sequence of urgent data. The description on page 56 (I ast
sentence) is correct.

A TCP MUST support a sequence of urgent data of any |ength.

A TCP MUST informthe application |ayer asynchronously
whenever it receives an Urgent pointer and there was
previously no pending urgent data, or whenever the Urgent

poi nter advances in the data stream There MJST be a way
for the application to | earn how nuch urgent data remains to
be read fromthe connection, or at |east to determ ne

whet her or not nore urgent data renmains to be read.

DI SCUSSI ON
Al t hough the Urgent mechani sm may be used for any
application, it is nornally used to send "interrupt"-
type commands to a Tel net program (see "Using Tel net
Synch Sequence" section in [INTRO 1]).

The asynchronous or "out-of-band" notification will

all ow the application to go into "urgent node", reading
data fromthe TCP connection. This allows contro
commands to be sent to an application whose nor nal

i nput buffers are full of unprocessed data.

| MPLEMENTATI ON
The generic ERROR- REPORT() upcall described in Section
4.2.4.1 is a possible nmechanismfor informng the
application of the arrival of urgent data.
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4.2.2.5 TCP Options: RFC 793 Section 3.1

A TCP MUST be able to receive a TCP option in any segnent.
A TCP MUST ignore without error any TCP option it does not
i mpl ement, assuning that the option has a length field (al
TCP options defined in the future will have length fields).
TCP MJST be prepared to handle an illegal option |length
(e.g., zero) wthout crashing; a suggested procedure is to
reset the connection and | og the reason

4.2.2.6 Mxinum Segrment Size Option: RFC 793 Section 3.1

TCP MJST i npl enent both sending and receiving the Maxi mum
Segnment Size option [TCP: 4].

TCP SHOULD send an MsSS ( Maxi mum Segnent Size) option in
every SYN segnment when its receive MsS differs fromthe
default 536, and MAY send it al ways.

If an MSS option is not received at connection setup, TCP
MUST assune a default send MSS of 536 (576-40) [TCP: 4].

The maxi num si ze of a segnment that TCP really sends, the
"ef fective send MSS," MJIST be the smaller of the send MSS
(which reflects the avail able reassenbly buffer size at the
renote host) and the largest size permtted by the IP | ayer
Eff.snd. M5S =
nm n( SendMsS+20, MMS_S) - TCPhdrsi ze - | Poptionsize
wher e:

* SendMSS i s the MBS val ue received fromthe renote host,
or the default 536 if no MSS option is received.

* MVS_ S is the maxi mum size for a transport-Ilayer nmessage
that TCP may send

* TCPhdrsize is the size of the TCP header; this is
normally 20, but may be larger if TCP options are to be
sent.

* | Poptionsize is the size of any IP options that TCP
will pass to the IP layer with the current nessage

The MSS value to be sent in an MSS option nust be | ess than
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or equal to:
MVB_R - 20

where MMS_R is the maxi num size for a transport-|ayer
nmessage that can be received (and reassenbl ed). TCP obtains
MVS R and MM5_S fromthe I P layer; see the generic cal
CET_MAXSI ZES i n Section 3. 4.

DI SCUSSI ON
The choi ce of TCP segnent size has a strong effect on
performance. Larger segnments increase throughput by
anortizi ng header size and per-datagram processing
over head over nore data bytes; however, if the packet
is so large that it causes |IP fragnentation, efficiency
drops sharply if any fragnents are lost [IP:9].

Sone TCP inplenentati ons send an MSS option only if the
destination host is on a non-connected networKk.

However, in general the TCP | ayer nmay not have the
appropriate infornmation to nmake this decision, so it is
preferable to leave to the | P layer the task of
determining a suitable MIU for the Internet path. W
therefore recommend that TCP al ways send the option (if
not 536) and that the IP |layer determ ne MV5_R as
specified in 3.3.3 and 3.4. A proposed |P-|ayer

mechani smto neasure the MIU woul d then nodify the IP

| ayer wi thout changi ng TCP

4.2.2.7 TCP Checksum RFC-793 Section 3.1
Unl i ke the UDP checksum (see Section 4.1.3.4), the TCP

checksumis never optional. The sender MJST generate it and
the recei ver MIST check it.

4.2.2.8 TCP Connection State Diagram RFC 793 Section 3.2,
page 23

There are several problens with this diagram

(a) The arrow from SYN-SENT to SYN-RCVD shoul d be | abel ed
with "snd SYN, ACK', to agree with the text on page 68
and with Figure 8.

(b) There could be an arrow from SYNNRCVD state to LI STEN

state, conditioned on receiving a RST after a passive
open (see text page 70).
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(c) It is possible to go directly fromFINWAIT-1 to the
TIME-VWAIT state (see page 75 of the spec).

4.2.2.9 Initial Sequence Number Selection: RFC 793 Section
3.3, page 27

A TCP MUST use the specified clock-driven selection of
initial sequence nunbers.

4.2.2.10 Simultaneous Open Attenpts: RFC- 793 Section 3.4, page
32

There is an error in Figure 8: the packet on line 7 should
be identical to the packet on line 5.

A TCP MUST support sinultaneous open attenpts.

DI SCUSSI ON
It sonetinmes surprises inplenentors that if two
applications attenpt to sinultaneously connect to each
other, only one connection is generated instead of two.
This was an intentional design decision; don't try to
"fix"oit.

4.2.2.11 Recovery fromdd Duplicate SYN. RFC 793 Section 3.4,
page 33

Note that a TCP inpl enmentati on MJST keep track of whether a
connection has reached SYN RCVD state as the result of a
passi ve OPEN or an active OPEN

4.2.2.12 RST Segnent: RFC-793 Section 3.4
A TCP SHOULD all ow a recei ved RST segnent to include data.

DI SCUSSI ON
It has been suggested that a RST segnent could contain
ASCI | text that encoded and expl ai ned the cause of the
RST. No standard has yet been established for such
dat a.

4.2.2.13 dosing a Connection: RFC 793 Section 3.5
A TCP connection may termnate in two ways: (1) the norma
TCP cl ose sequence using a FIN handshake, and (2) an "abort"

in which one or nore RST segnents are sent and the
connection state is imediately discarded. |If a TCP
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connection is closed by the renpte site, the |oca
application MIST be infornmed whether it closed normally or
was aborted.

The normal TCP cl ose sequence delivers buffered data
reliably in both directions. Since the two directions of a
TCP connection are closed independently, it is possible for
a connection to be "half closed,” i.e., closed in only one
direction, and a host is permtted to continue sending data
in the open direction on a half-closed connection

A host MAY inplenent a "hal f-duplex" TCP cl ose sequence, so
that an application that has called CLOSE cannot continue to
read data fromthe connection. |If such a host issues a
CLCSE call while received data is still pending in TCP, or
if newdata is received after CLOSE is called, its TCP
SHOULD send a RST to show that data was | ost.

When a connection is closed actively, it MJST linger in
TIME-VWAIT state for a tine 2xMSL (Maxi num Segnent Lifetine).
However, it MAY accept a new SYN fromthe renote TCP to
reopen the connection directly fromTIME-WAIT state, if it:

(1) assigns its initial sequence nunber for the new
connection to be larger than the | argest sequence
nunber it used on the previous connection incarnation
and

(2) returns to TIME-WAIT state if the SYN turns out to be
an ol d duplicate.

DI SCUSSI ON
TCP's full-duplex data-preserving close is a feature
that is not included in the anal ogous | SO transport
prot ocol TP4.

Some systems have not inplenented half-cl osed
connections, presunably because they do not fit into
the 1/0O nodel of their particular operating system On
t hese systens, once an application has called CLCSE, it
can no longer read input data fromthe connection; this
is referred to as a "hal f-duplex" TCP cl ose sequence.

The graceful close algorithmof TCP requires that the
connection state remain defined on (at least) one end
of the connection, for a tineout period of 2xMSL, i.e.
4 minutes. During this period, the (renote socket,
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| ocal socket) pair that defines the connection is busy
and cannot be reused. To shorten the tine that a given
port pair is tied up, sone TCPs allow a new SYN to be
accepted in TIME-WAIT state.

4.2.2.14 Data Communication: RFC- 793 Section 3.7, page 40

Since RFC-793 was witten, there has been extensive work on
TCP algorithnms to achieve efficient data conmunication

Later sections of the present docunent describe required and
recomended TCP al gorithns to determ ne when to send data
(Section 4.2.3.4), when to send an acknow edgnment (Section
4.2.3.2), and when to update the w ndow (Section 4.2.3.3).

DI SCUSSI ON
One inportant perfornance issue is "Silly Wndow
Syndrone" or "SWS' [TCP:5], a stable pattern of small
i ncrenental wi ndow novenents resulting in extrenely
poor TCP performance. Algorithnms to avoid SWS are
descri bed bel ow for both the sending side (Section
4.2.3.4) and the receiving side (Section 4.2.3.3).

In brief, SW5 is caused by the receiver advancing the
ri ght wi ndow edge whenever it has any new buffer space
avail able to receive data and by the sender using any

i ncrenmental wi ndow, no matter how small, to send nore
data [TCP:5]. The result can be a stable pattern of
sending tiny data segnents, even though both sender and
recei ver have a large total buffer space for the
connection. SW5 can only occur during the transni ssion
of a large anount of data; if the connection goes

qui escent, the problemw || disappear. It is caused by
typical straightforward inplenentation of w ndow
managenent, but the sender and receiver algorithns
given below will avoid it.

Anot her inportant TCP performance issue is that sone
applications, especially renote |ogin to character-at-
a-time hosts, tend to send streans of one-octet data
segnments. To avoid deadl ocks, every TCP SEND call from
such applications nmust be "pushed", either explicitly
by the application or else inplicitly by TCP. The
result may be a stream of TCP segnents that contain one
data octet each, which makes very inefficient use of
the Internet and contributes to Internet congestion

The Nagle Al gorithmdescribed in Section 4.2.3.4
provides a sinple and effective solution to this
problem It does have the effect of clunping
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characters over Telnet connections; this may initially
surprise users accustoned to single-character echo, but
user acceptance has not been a problem

Note that the Nagle algorithmand the send SW5

avoi dance al gorithm play conplenentary roles in

i mprovi ng performance. The Nagle al gorithm di scourages
sending tiny segnents when the data to be sent
increases in small increnents, while the SW5 avoi dance
al gorithm di scourages snmall segnments resulting fromthe
ri ght wi ndow edge advancing in small increments.

A careless inplenentation can send two or nore

acknow edgment segments per data segnent received. For
exanpl e, suppose the receiver acknow edges every data
segrment imredi ately. Wen the application program
subsequently consunmes the data and increases the
avai l abl e recei ve buffer space again, the receiver may
send a second acknow edgment segnent to update the

wi ndow at the sender. The extreme case occurs wth
singl e-character segnents on TCP connections using the
Tel net protocol for renote login service. Sone

i mpl enent ati ons have been observed in which each

i ncom ng 1-character segnment generates three return
segrments: (1) the acknow edgnent, (2) a one byte
increase in the window, and (3) the echoed character
respectively.

4.2.2.15 Retransmi ssion Tineout: RFC 793 Section 3.7, page 41

The al gorithm suggested in RFC- 793 for cal culating the
retransm ssion tinmeout is now known to be inadequate; see
Section 4.2.3.1 bel ow.

Recent work by Jacobson [TCP: 7] on Internet congestion and
TCP retransmi ssion stability has produced a transm ssion
al gorithm conbining "slow start” with "congestion

avoi dance". A TCP MUST inplenment this algorithm

If aretransnmitted packet is identical to the origina

packet (which inplies not only that the data boundaries have
not changed, but also that the wi ndow and acknow edgnent
fields of the header have not changed), then the sanme IP
Identification field MAY be used (see Section 3.2.1.5).

| MPLEMENTATI ON

Some TCP i npl enentors have chosen to "packetize" the
data stream i.e., to pick segnent boundaries when
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segnments are originally sent and to queue these
segnents in a "retransm ssion queue” until they are
acknow edged. Anot her design (which may be sinpler) is
to defer packetizing until each tine data is
transmitted or retransnitted, so there will be no
segnent retransni ssion queue.

In an inplenmentation with a segnent retransm ssion
queue, TCP perfornance nmay be enhanced by repacketi zi ng
the segnents awaiting acknow edgnent when the first
retransm ssion timeout occurs. That is, the

out st andi ng segnents that fitted would be conbined into
one maxi mum si zed segnent, with a new I P Identification
value. The TCP would then retain this conbi ned segnment
in the retransmt queue until it was acknow edged.
However, if the first two segnents in the

retransm ssion queue totalled nore than one maxi mum
sized segnment, the TCP would retransmt only the first
segment using the original IP Identification field.

4.2.2.16 Managing the Wndow. RFC-793 Section 3.7, page 41

A TCP receiver SHOULD NOT shrink the window, i.e., nove the
ri ght wi ndow edge to the left. However, a sending TCP MJST
be robust agai nst w ndow shrinking, which may cause the
"useabl e wi ndow' (see Section 4.2.3.4) to becone negati ve.

If this happens, the sender SHOULD NOT send new data, but
SHOULD retransmt nornmally the ol d unacknow edged data

bet ween SND. UNA and SND. UNA+SND. WND. The sender MAY al so
retransmt old data beyond SND. UNA+SND. WND, but SHOULD NOT
time out the connection if data beyond the right w ndow edge
is not acknowl edged. |[|f the w ndow shrinks to zero, the TCP
MUST probe it in the standard way (see next Section).

DI SCUSSI ON:
Many TCP inpl ementati ons becone confused if the w ndow
shrinks fromthe right after data has been sent into a
| arger window. Note that TCP has a heuristic to sel ect
the | atest wi ndow update despite possible datagram
reordering; as a result, it nay ignore a wi ndow update
with a smaller window than previously offered if
neither the sequence nunber nor the acknow edgnent
nunber is increased.
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4.2.2.17 Probing Zero Wndows: RFC 793 Section 3.7, page 42
Probi ng of zero (offered) wi ndows MJST be support ed.

A TCP MAY keep its offered receive wi ndow cl osed
indefinitely. As long as the receiving TCP continues to
send acknow edgnents in response to the probe segnents, the
sendi ng TCP MJST al |l ow the connection to stay open

DI SCUSSI ON
It is extremely inportant to remenber that ACK
(acknow edgnent) segnents that contain no data are not
reliably transmitted by TCP. |If zero wi ndow probing is
not supported, a connection may hang forever when an
ACK segnent that re-opens the windowis |ost.

The delay in opening a zero wi ndow generally occurs
when the receiving application stops taking data from
its TCP. For exanple, consider a printer daenon
application, stopped because the printer ran out of
paper.

The transnitting host SHOULD send the first zero-w ndow
probe when a zero wi ndow has existed for the retransnission
ti meout period (see Section 4.2.2.15), and SHOULD i ncrease
exponentially the interval between successive probes.

DI SCUSSI ON
This procedure nininizes delay if the zero-w ndow
condition is due to a | ost ACK segnent containing a
wi ndow openi ng update. Exponential backoff is
recommended, possibly with some maxi numinterval not
specified here. This procedure is simlar to that of
the retransm ssion algorithm and it nmay be possible to
conbine the two procedures in the inplementation

4.2.2.18 Passive OPEN Calls: RFC 793 Section 3.8
Every passive OPEN call either creates a new connection
record in LISTEN state, or it returns an error; it MJST NOT
af fect any previously created connection record.
A TCP that supports multiple concurrent users MJST provide
an OPEN call that will functionally allow an application to
LI STEN on a port while a connection block with the sanme
| ocal port is in SYN-SENT or SYN RECEI VED st at e.

DI SCUSSI ON
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Some applications (e.g., SMIP servers) may need to
handl e nultiple connection attenpts at about the sane
tinme. The probability of a connection attenpt failing
is reduced by giving the application sone neans of
listening for a new connection at the sane time that an
earlier connection attenpt is going through the three-
way handshake.

| MPLEMENTATI ON
Accept abl e i npl enentati ons of concurrent opens nmay
permit nultiple passive OPEN calls, or they nay all ow
"cloning" of LISTEN state connections froma single
passi ve OPEN call.

4.2.2.19 Tinme to Live: RFC-793 Section 3.9, page 52

RFC- 793 specified that TCP was to request the IP layer to
send TCP segnents with TTL = 60. This is obsolete; the TTL
val ue used to send TCP segnents MJST be configurable. See
Section 3.2.1.7 for discussion

4.2.2.20 Event Processing: RFC-793 Section 3.9

VWhile it is not strictly required, a TCP SHOULD be capabl e
of queuei ng out-of-order TCP segnments. Change the "may" in
the | ast sentence of the first paragraph on page 70 to
"shoul d".

DI SCUSSI ON
Sone snal |l -host inplenmentations have onitted segnent
gueuei ng because of limted buffer space. This
om ssion may be expected to adversely affect TCP
t hroughput, since loss of a single segnent causes al
| ater segnents to appear to be "out of sequence"

In general, the processing of received segnments MJST be

i npl emented to aggregate ACK segnments whenever possible.
For exanple, if the TCP is processing a series of queued
segnments, it MJST process themall before sending any ACK
segment s.

Here are sone detailed error corrections and notes on the
Event Processing section of RFC 793.

(a) CLOCSE Call, CLOSE-WAIT state, p. 61: enter LAST-ACK
state, not CLOSI NG

(b) LISTEN state, check for SYN (pp. 65, 66): Wth a SYN
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bit, if the security/conpartnent or the precedence is
wrong for the segnent, a reset is sent. The wong form
of reset is shown in the text; it should be:

<SEQ=0><ACK=SEG. SEQ+SEG LEN><CTL=RST, ACK>

SYN- SENT state, Check for SYN, p. 68: \Wen the
connection enters ESTABLI SHED state, the foll ow ng
vari abl es nust be set:

SND. WND <- SEG WND

SND. W.1 <- SEG SEQ

SND. W.2 <- SEG ACK

Check security and precedence, p. 71: The first headi ng
"ESTABLI SHED STATE" should really be a list of all
states other than SYN RECElI VED: ESTABLI SHED, FI N-WAI T-
1, FINWAIT-2, CLOSE-WAIT, CLCSING LAST-ACK, and

TI ME- WAI T.

Check SYN bit, p. 71: "In SYN-RECEIVED state and if
the connection was initiated with a passive OPEN, then
return this connection to the LISTEN state and return.
O herwi se..."

Check ACK field, SYN-RECEIVED state, p. 72: Wen the
connection enters ESTABLI SHED state, the vari abl es
listed in (c) nmust be set.

Check ACK field, ESTABLISHED state, p. 72: The ACKis a
duplicate if SEG ACK =< SND.UNA (the = was omtted).
Simlarly, the window should be updated if: SND. UNA =<
SEG ACK =< SND. NXT.

USER TI MEQUT, p. 77:
It would be better to notify the application of the

tinmeout rather than letting TCP force the connection
cl osed. However, see also Section 4.2.3.5.

4.2.2.21 Acknow edgi ng Queued Segnents: RFC- 793 Section 3.9

A TCP MAY send an ACK segnment acknow edgi ng RCV. NXT when a
valid segnent arrives that is in the wi ndow but not at the
| eft wi ndow edge.
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DI SCUSSI ON
RFC- 793 (see page 74) was anbi guous about whet her or
not an ACK segnent shoul d be sent when an out-of -order
segrment was received, i.e., when SEG SEQ was unequal to
RCV. NXT.

One reason for ACKi ng out-of-order segnents might be to
support an experinental algorithmknown as "fast

retransmt". Wth this algorithm the sender uses the
"redundant” ACK s to deduce that a segnent has been
| ost before the retransmission tinmer has expired. It

counts the number of times an ACK has been received
with the same value of SEG ACK and with the sane right
wi ndow edge. If nore than a threshold number of such
ACK' s is received, then the segnent containing the
octets starting at SEG ACK i s assuned to have been | ost
and is retransmtted, without awaiting a tineout. The
threshold is chosen to conpensate for the nmaxinmum
likely segnent reordering in the Internet. There is
not yet enough experience with the fast retransmt
algorithmto deternine how useful it is.

4.2.3 SPECIFI C | SSUES
4.2.3.1 Retransnission Tineout Cal cul ation

A host TCP MUST i nplenent Karn's al gorithm and Jacobson’s
al gorithm for conputing the retransm ssion tinmeout ("RTQO').

o] Jacobson’s al gorithmfor conputing the snoothed round-
trip ("RTT") time incorporates a sinple neasure of the
vari ance [ TCP: 7].

o} Karn's algorithmfor selecting RTT measurenents ensures
t hat anbi guous round-trip tinmes will not corrupt the
cal culation of the snoothed round-trip time [TCP: 6].

This inplenentation al so MJST include "exponential backoff"
for successive RTO val ues for the sane segnent.

Ret ransmi ssi on of SYN segnents SHOULD use the sane al gorithm
as data segnents.

DI SCUSSI ON
There were two known problens with the RTO cal cul ati ons
specified in RFC-793. First, the accurate neasurenent
of RTTs is difficult when there are retransni ssions.
Second, the algorithmto conpute the snoothed round-
trip time is inadequate [TCP: 7], because it incorrectly
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assuned that the variance in RTT values would be small
and constant. These problens were solved by Karn's and
Jacobson’s al gorithm respectively.

The performance increase resulting fromthe use of
these i nprovenents varies fromnoticeable to dramatic.
Jacobson’s al gorithmfor incorporating the measured RTT
variance is especially inportant on a | ow speed |ink,
where the natural variation of packet sizes causes a
|arge variation in RTT. One vendor found |ink
utilization on a 9.6kb line went from10%to 90% as a
result of inplenenting Jacobson’s variance algorithmin
TCP.

The followi ng values SHOULD be used to initialize the
estination paranmeters for a new connection

(a) RIT 0 seconds.
(b) RTO = 3 seconds. (The snoothed variance is to be
initialized to the value that will result in this RTO.

The recomended upper and | ower bounds on the RTO are known
to be inadequate on large internets. The |ower bound SHOULD
be nmeasured in fractions of a second (to accommodat e hi gh
speed LANs) and the upper bound should be 2*MSL, i.e., 240
seconds.

DI SCUSSI ON
Experi ence has shown that these initialization values
are reasonable, and that in any case the Karn and
Jacobson al gorithnms make TCP behavi or reasonably
insensitive to the initial paranmeter choices.

4.2.3.2 Wen to Send an ACK Segnent

A host that is receiving a stream of TCP data segnments can

i ncrease efficiency in both the Internet and the hosts by
sendi ng fewer than one ACK (acknow edgnent) segnent per data
segment received; this is known as a "del ayed ACK" [ TCP: 5].

A TCP SHOULD i npl enment a del ayed ACK, but an ACK shoul d not
be excessively delayed; in particular, the delay MJST be

Il ess than 0.5 seconds, and in a streamof full-sized
segnments there SHOULD be an ACK for at |east every second
segnent .

DI SCUSSI ON
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A del ayed ACK gives the application an opportunity to
update the w ndow and perhaps to send an i mmedi ate
response. |In particular, in the case of character-node
renote | ogin, a delayed ACK can reduce the nunber of
segrments sent by the server by a factor of 3 (ACK

wi ndow update, and echo character all conbined in one
segment) .

In addition, on sone large nulti-user hosts, a del ayed
ACK can substantially reduce protocol processing
overhead by reducing the total nunber of packets to be
processed [ TCP:5]. However, excessive delays on ACK s
can disturb the round-trip timng and packet "cl ocking"
al gorithnms [TCP: 7].

4.2.3.3 Wen to Send a W ndow Updat e

A TCP MUST include a SWS avoi dance algorithmin the receiver
[ TCP: 5].

| MPLEMENTATI ON
The receiver’'s SW5 avoi dance al gorithm deterni nes when
the right wi ndow edge nay be advanced; this is
customarily known as "updating the wi ndow'. This
al gorithm conbines with the del ayed ACK al gorithm (see
Section 4.2.3.2) to deternm ne when an ACK segnent
containing the current windowwill really be sent to
the receiver. W use the notation of RFC 793; see
Figures 4 and 5 in that docunent.

The solution to receiver SW5 is to avoi d advanci ng the
right wi ndow edge RCV. NXT+RCV. WD in snall increnents,
even if data is received fromthe network in snal
segment s.

Suppose the total receive buffer space is RCV. BUFF. At
any given nmonent, RCV.USER octets of this total may be
tied up with data that has been received and

acknow edged but which the user process has not yet
consuned. When the connection is quiescent, RCV.W\D =
RCV. BUFF and RCV. USER = 0.

Keepi ng the right w ndow edge fixed as data arrives and
i s acknow edged requires that the receiver offer |ess
than its full buffer space, i.e., the receiver nust
specify a RCV. WAD t hat keeps RCV. NXT+RCV. VAD const ant
as RCV.NXT increases. Thus, the total buffer space
RCV. BUFF is generally divided into three parts:
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- RCV.USER = data received but not yet consuned;
- RCV. WD = space advertised to sender
- Reduction = space avail abl e but not yet

adverti sed.

WN P

The suggested SW5 avoi dance al gorithm for the receiver
is to keep RCV. NXT+RCV. WAD fi xed until the reduction
sati sfies:

RCV. BUFF - RCV. USER - RCV.WAD >=
mn( Fr * RCV.BUFF, Eff.snd. MBS )

where Fr is a fraction whose reconmended value is 1/2,
and Eff.snd. MSS is the effective send MSS for the
connection (see Section 4.2.2.6). Wen the inequality
is satisfied, RCV. WND i s set to RCV. BUFF- RCV. USER

Note that the general effect of this algorithmis to
advance RCV.WND in increnments of Eff.snd. MsS (for
realistic receive buffers: Eff.snd. MSS < RCV. BUFF/ 2).
Note al so that the receiver nust use its own
Eff.snd. MSS, assunming it is the sane as the sender’s.

4.2.3.4 \Wen to Send Data
A TCP MUST include a SWS avoi dance algorithmin the sender

A TCP SHOULD i npl ement the Nagle Algorithm[TCP:9] to

coal esce short segments. However, there MJST be a way for
an application to disable the Nagle algorithmon an

i ndi vidual connection. 1In all cases, sending data is al so
subject to the linmtation inposed by the Slow Start

al gorithm (Section 4.2.2.15).

DI SCUSSI ON
The Nagle algorithmis generally as follows:

If there is unacknow edged data (i.e., SND.NXT >
SND. UNA), then the sending TCP buffers all user
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data (regardless of the PSH bit), until the

out st andi ng data has been acknow edged or unti

the TCP can send a full-sized segnent (Eff.snd. M5S
bytes; see Section 4.2.2.6).

Some applications (e.g., real-time display w ndow
updates) require that the Nagle al gorithm be turned
off, so snmall data segnents can be streanmed out at the
maxi mum r at e.

| MPLEMENTATI ON
The sender’s SWS avoi dance algorithmis nore difficult
than the receivers's, because the sender does not know
(directly) the receiver’s total buffer space RCV. BUFF
An approach which has been found to work well is for
the sender to cal cul ate Max(SND. WND), the maxi mnum send
wi ndow it has seen so far on the connection, and to use
this value as an estinmate of RCV.BUFF. Unfortunately,
this can only be an estimate; the receiver may at any
time reduce the size of RCV.BUFF. To avoid a resulting
deadl ock, it is necessary to have a tineout to force
transm ssion of data, overriding the SW5 avoi dance
algorithm |In practice, this tinmeout should sel dom
occur.

The "useabl e wi ndow' [TCP:5] is:
U = SND. UNA + SND. WND - SND. NXT
i.e., the offered window |l ess the anount of data sent
but not acknowl edged. If Dis the anpunt of data
queued in the sending TCP but not yet sent, then the
followi ng set of rules is reconmended.
Send dat a:
(1) if a maxi mum sized segnment can be sent, i.e, if:
m n(D, U >= Eff.snd. MBS;
(2) or if the data is pushed and all queued data can
be sent now, i.e., if:

[ SND. NXT = SND. UNA and] PUSHED and D <= U

(the bracketed condition is inposed by the Nagle
al gorithm;
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(3) or if at least a fraction Fs of the nmaxi mum w ndow
can be sent, i.e., if:

[ SND. NXT = SND. UNA and]

mn(D. U >= Fs * Max(SND. WAD) ;

(4) or if data is PUSHed and the override tineout
occurs.

Here Fs is a fraction whose reconmended value is 1/2.
The override tinmeout should be in the range 0.1 - 1.0
seconds. It may be convenient to combine this timer
with the tinmer used to probe zero wi ndows (Section
4.2.2.17).

Finally, note that the SWS avoi dance al gorithm just
specified is to be used instead of the sender-side
al gorithmcontained in [ TCP: 5].

4,2.3.5 TCP Connection Failures

Excessive retransni ssion of the sane segnent by TCP
indi cates sone failure of the renote host or the |nternet

pat h.

This failure may be of short or long duration. The

foll owi ng procedure MJUST be used to handl e excessive
retransm ssions of data segnments [IP:11]:

(a)

(b)

(c)

(d)

There are two thresholds RL and R2 neasuring the anount
of retransm ssion that has occurred for the sane
segment. Rl and R2 might be neasured in tine units or
as a count of retransm ssions.

When t he nunber of transm ssions of the sane segnent
reaches or exceeds threshold Rl1, pass negative advice
(see Section 3.3.1.4) to the IP layer, to trigger
dead- gat eway di agnosi s.

When the nunber of transm ssions of the sane segnent
reaches a threshold R2 greater than Rl, close the
connecti on.

An application MIST be able to set the value for R2 for
a particular connection. For exanple, an interactive
application night set R2 to "infinity," giving the user
control over when to disconnect.
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(d) TCP SHOULD i nformthe application of the delivery
probl em (unl ess such informati on has been di sabl ed by
the application; see Section 4.2.4.1), when Rl is
reached and before R2. This will allow a renote |ogin
(User Telnet) application programto informthe user
for exanple.

The value of RL SHOULD correspond to at |east 3
retransm ssions, at the current RTO  The val ue of R2 SHOULD
correspond to at |east 100 seconds.

An attenpt to open a TCP connection could fail with
excessive retransm ssions of the SYN segnent or by receipt
of a RST segnent or an I CWP Port Unreachable. SYN
retransm ssi ons MJST be handled in the general way just
described for data retransni ssions, including notification
of the application |ayer

However, the values of RL and R2 may be different for SYN
and data segnents. In particular, R2 for a SYN segnent MJST
be set |arge enough to provide retransm ssion of the segnent
for at least 3 minutes. The application can close the
connection (i.e., give up on the open attenpt) sooner, of
cour se.

DI SCUSSI ON
Sonme | nternet paths have significant setup tines, and
t he nunber of such paths is likely to increase in the
future.

4.2.3.6 TCP Keep-Alives

| mpl enentors MAY include "keep-alives" in their TCP

i mpl enent ati ons, although this practice is not universally
accepted. |f keep-alives are included, the application MJST
be able to turn themon or off for each TCP connection, and
they MJUST default to off.

Keep-al i ve packets MJST only be sent when no data or
acknow edgenent packets have been received for the
connection within an interval. This interval MJST be
configurable and MUST default to no |l ess than two hours.

It is extrenely inportant to renenber that ACK segnents that
contain no data are not reliably transnitted by TCP
Consequently, if a keep-alive nechanismis inplenented it
MUST NOT interpret failure to respond to any specific probe
as a dead connection
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An i nmpl enentati on SHOULD send a keep-alive segnment with no
dat a; however, it MAY be configurable to send a keep-alive
segment contai ni ng one garbage octet, for conpatibility with
erroneous TCP i npl enent ati ons.

DI SCUSSI ON

A "keep-alive" mechani smperiodically probes the other
end of a connection when the connection is otherw se
idle, even when there is no data to be sent. The TCP
speci fication does not include a keep-alive nechani sm
because it could: (1) cause perfectly good connections
to break during transient Internet failures; (2)
consume unnecessary bandwidth ("if no one is using the
connection, who cares if it is still good?"); and (3)
cost noney for an Internet path that charges for
packets.

Some TCP i npl enent ati ons, however, have included a
keep-alive mechanism To confirmthat an idle
connection is still active, these inplenentations send
a probe segnment designed to elicit a response fromthe
peer TCP. Such a segnent generally contains SEG SEQ =
SND. NXT-1 and nmay or may not contain one garbage octet
of data. Note that on a quiet connection SND. NXT =
RCV. NXT, so that this SEG SEQ will be outside the

wi ndow. Therefore, the probe causes the receiver to
return an acknow edgnent segnent, confirnming that the
connection is still live. |If the peer has dropped the
connection due to a network partition or a crash, it
will respond with a RST instead of an acknow edgnent
segnent .

Unfortunately, sone m sbehaved TCP inpl enentations fai
to respond to a segnent with SEG SEQ = SND. NXT-1 unl ess
the segment contains data. Alternatively, an

i mpl enent ati on coul d det erni ne whet her a peer responded
correctly to keep-alive packets with no garbage data
octet.

A TCP keep-alive nmechani sm should only be invoked in
server applications that might otherw se hang
indefinitely and consume resources unnecessarily if a
client crashes or aborts a connection during a network
failure.
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4.2.3.7 TCP Miltihom ng

If an application on a nultihoned host does not specify the
| ocal | P address when actively opening a TCP connection
then the TCP MJUST ask the IP layer to select a local IP
address before sending the (first) SYN. See the function
CGET_SRCADDR() in Section 3.4.

At all other tines, a previous segnent has either been sent
or received on this connection, and TCP MJUST use the sane

| ocal address is used that was used in those previous
segment s.

4.2.3.8 1P Options

When received options are passed up to TCP fromthe IP
| ayer, TCP MJST ignore options that it does not understand.

A TCP MAY support the Tine Stanp and Record Route options.

An application MJST be able to specify a source route when
it actively opens a TCP connection, and this MJST take
precedence over a source route received in a datagram

When a TCP connection is OPENed passively and a packet
arrives with a conpleted I P Source Route option (containing
a return route), TCP MJST save the return route and use it
for all segnents sent on this connection. |If a different
source route arrives in a later segnent, the later
definition SHOULD override the earlier one.

4.2.3.9 | CVWP Messages
TCP MJST act on an | CWP error nessage passed up fromthe IP
layer, directing it to the connection that created the
error. The necessary demultiplexing information can be
found in the I P header contained within the | CMP nessage.
o} Source Quench
TCP MUST react to a Source Quench by sl ow ng
transm ssion on the connection. The RECOVMMENDED
procedure is for a Source Quench to trigger a "slow
start,” as if a retransm ssion tineout had occurred.
o] Destination Unreachable -- codes 0, 1, 5

Since these Unreachabl e nessages indicate soft error
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condi tions, TCP MJUST NOT abort the connection, and it
SHOULD nmake the information available to the
application.

DI SCUSSI ON
TCP coul d report the soft error condition directly
to the application layer with an upcall to the
ERROR_REPORT routine, or it could nerely note the
message and report it to the application only when
and if the TCP connection times out.

0] Destinati on Unreachable -- codes 2-4

These are hard error conditions, so TCP SHOULD abort
t he connecti on.

0 Ti re Exceeded -- codes 0, 1

This shoul d be handl ed the sane way as Destination
Unr eachabl e codes 0, 1, 5 (see above).

o] Par anmet er Probl em

This shoul d be handl ed the sane way as Destination
Unreachabl e codes 0, 1, 5 (see above).

4,.2.3.10 Renote Address Validation

A TCP inpl ementation MIST reject as an error a | ocal OPEN
call for an invalid renote |IP address (e.g., a broadcast or
mul ti cast address).

An inconming SYNw th an invalid source address nust be
i gnored either by TCP or by the | P layer (see Section
3.2.1.3).

A TCP inpl enentati on MIST silently discard an i ncom ng SYN
segnment that is addressed to a broadcast or nulticast
addr ess.

4.2.3.11 TCP Traffic Patterns

| MPLEMENTATI ON
The TCP protocol specification [TCP:1] gives the
i mpl ement or nuch freedomin designing the algorithns
that control the nmessage flow over the connection --
packeti zi ng, nmanagi ng the wi ndow, sending
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acknow edgnments, etc. These design decisions are
difficult because a TCP nust adapt to a w de range of
traffic patterns. Experience has shown that a TCP

i mpl enentor needs to verify the design on two extrene
traffic patterns:

0 Si ngl e-char act er Segnents

Even if the sender is using the Nagle Al gorithm
when a TCP connection carries renote login traffic
across a lowdelay LAN the receiver will generally
get a stream of single-character segnents. |If
renote ternminal echo node is in effect, the
receiver’'s systemw |l generally echo each
character as it is received

0 Bul k Transfer

When TCP is used for bulk transfer, the data
stream shoul d be nade up (al nost) entirely of
segnments of the size of the effective MSS.

Al t hough TCP uses a sequence nunber space with
byte (octet) granularity, in bul k-transfer node
its operation should be as if TCP used a sequence
space that counted only segnents

Experi ence has furthernore shown that a single TCP can
effectively and efficiently handl e these two extrenes.

The nost inportant tool for verifying a new TCP

i npl ementation is a packet trace program There is a
| arge vol une of experience showi ng the inportance of
tracing a variety of traffic patterns with other TCP
i mpl enent ati ons and studying the results carefully.

4.2.3.12 Efficiency

| MPLEMENTATI ON

Ext ensi ve experience has led to the follow ng
suggestions for efficient inplementation of TCP

(a) Don't Copy Data

In bulk data transfer, the prinmary CPU-intensive

tasks are copying data fromone place to another

and checksumring the data. It is vital to

m nimze the nunber of copies of TCP data. Since
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the ultimate speed limtation may be fetching data
across the nmenory bus, it nmay be useful to conbine
the copy with checksumr ng, doing both with a
single nenory fetch

(b) Hand-Craft the Checksum Routine

A good TCP checksumming routine is typically two
to five tines faster than a sinple and direct

i npl enentation of the definition. Geat care and
clever coding are often required and advisable to
make t he checksummi ng code "blazing fast". See

[ TCP: 10].

(c) Code for the Common Case

TCP protocol processing can be conplicated, but
for nost segnments there are only a few sinple
decisions to be nmade. Per-segnent processing wll
be greatly speeded up by coding the main line to
m ninmze the nunber of decisions in the nost
conmon case

4.2.4 TCP/ APPLI CATI ON LAYER | NTERFACE
4.2.4.1 Asynchronous Reports

There MUST be a mechani smfor reporting soft TCP error
conditions to the application. Generically, we assume this
takes the formof an application-supplied ERROR REPORT
routine that may be upcalled [INTRO 7] asynchronously from
the transport | ayer:

ERROR_REPORT(| ocal connection nane, reason, subreason)
The preci se encodi ng of the reason and subreason paraneters

is not specified here. However, the conditions that are
reported asynchronously to the application MJST incl ude:

* | CMP error nmessage arrived (see 4.2.3.9)
* Excessive retransm ssions (see 4.2.3.5)
* Urgent pointer advance (see 4.2.2.4).

However, an application programthat does not want to
recei ve such ERROR_REPCRT calls SHOULD be able to
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effectively disable these calls.

DI SCUSSI ON
These error reports generally reflect soft errors that
can be ignored w thout harm by many applications. It

has been suggested that these error report calls should
default to "disabled,” but this is not required.

4.2.4.2 Type-of-Service

The application | ayer MIUST be able to specify the Type-of -
Service (TOS) for segnents that are sent on a connection
It not required, but the application SHOULD be able to
change the TOS during the connection lifetinme. TCP SHOULD
pass the current TOS val ue w thout change to the IP |ayer,
when it sends segnents on the connection.

The TOS will be specified independently in each direction on
the connection, so that the receiver application wll
specify the TOS used for ACK segnents.

TCP MAY pass the nost recently received TOS up to the
appl i cation.

DI SCUSSI ON
Some applications (e.g., SMIP) change the nature of
their comrunication during the lifetine of a
connection, and therefore would |like to change the TGS
speci fication.

Note al so that the OPEN call specified in RFC 793

i ncludes a paraneter ("options") in which the caller
can specify I P options such as source route, record
route, or tinestanp.

4.2.4.3 Flush Call

Some TCP i npl enentati ons have included a FLUSH call, which
will enpty the TCP send queue of any data for which the user
has issued SEND calls but which is still to the right of the
current send window. That is, it flushes as nuch queued
send data as possible without |osing sequence nunber
synchroni zation. This is useful for inplenmenting the "abort
out put” function of Tel net.
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4.2.4.4 Multihom ng

The user interface outlined in sections 2.7 and 3.8 of RFC
793 needs to be extended for multihom ng. The OPEN cal
MJUST have an optional paraneter:

OPEN( [local IP address,] ... )
to allow the specification of the |local |IP address.

DI SCUSSI ON
Some TCP- based applications need to specify the loca
| P address to be used to open a particul ar connecti on;
FTP is an exanpl e.

| MPLEMENTATI ON
A passive OPEN call with a specified "local |IP address"
paraneter will await an inconing connection request to
that address. |If the paraneter is unspecified, a
passive OPEN will await an incom ng connection request
to any local IP address, and then bind the local IP
address of the connection to the particul ar address
that is used.

For an active OPEN call, a specified "local |IP address”
paraneter will be used for opening the connection. |If
the paraneter is unspecified, the networking software
wi Il choose an appropriate local |IP address (see
Section 3.3.4.2) for the connection

4.2.5 TCP REQU REMENT SUMVARY

| EE
| | | | IH |F
| | | | I1AMo
| | IS Y Yo
| | [H [L|St
| IMQ [DT|n
| [UUM | |o
| | S| LI AN Nt
| | TID YOt
FEATURE [ SECTION | | | [T|Tle
------------------------------------------------- | --------1-1-1-1-1-1--
| [ L1
Push flag | L]
Aggregat e or queue un-pushed data [4.2.2.2 | | |x]| |
Sender col | apse successive PSH fl ags [4.2.2.2 | | x| | |
SEND cal |l can specify PUSH [4.2.2.2 | | |x] |
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If cannot: sender buffer indefinitely |[4.2.2.2 1 | | | |x
If cannot: PSH | ast segnent [4.2.2.2 | x| | | |
Notify receiving ALP of PSH [4.2.2.2 | | |x] | |1
Send nmax size segnent when possible [4.2.2.2 | | x| | |
| [ L]
W ndow | [ L]
Treat as unsigned numnber [4.2.2.3 |x] | | |
Handl e as 32-bit nunber [4.2.2.3 | |x| | |
Shrink wi ndow fromright |4.2.2.16] | | |X|
Robust agai nst shrinki ng wi ndow |4.2.2.16| x| | | |
Recei ver’'s wi ndow cl osed indefinitely [4.2.2.17] | |x]| |
Sender probe zero w ndow [4.2.2.27|x] | | |
First probe after RTO |4.2.2.17] | x| | |
Exponenti al backof f |4.2.2.17] | x| | |
Al l ow wi ndow stay zero indefinitely |4.2.2.27| x| | | |
Sender tineout OK conn with zero w nd |[4.2.2.27] | | | |x
| [ L]
Urgent Data | [ 11 1] |
Poi nter points to |ast octet |[4.2.2.4 | x| | | |
Arbitrary length urgent data sequence [4.2.2.4 | x| | | |
I nform ALP asynchronously of urgent data |[4.2.2.4 x| | | | |1
ALP can learn if/how nmuch urgent data Qd [4.2.2.4 |x] | | | |2
| [ L]
TCP Options | [ L]
Recei ve TCP option in any segnent [4.2.2.5 | x| | | |
| gnore unsupported options [4.2.2.5 |x] | | |
Cope with illegal option length [4.2.2.5 | x| | | |
| mpl enent sending & receiving MSS option |4.2.2.6 | x| | | |
Send MSS option unl ess 536 |[4.2.2.6 | | x| | |
Send MSS option al ways |[4.2.2.6 | | |x]| |
Send- MBS default is 536 [4.2.2.6 | x| | | |
Cal cul ate effective send seg size [4.2.2.6 | x| | | |
| [
TCP Checksuns | I 11 1] |
Sender conpute checksum [4.2.2.7 |x| | | | |
Recei ver check checksum [4.2.2.7 | x| | | |
| [ L]
Use cl ock-driven | SN sel ection [4.2.2.9 | x| | | |
| [
Openi ng Connecti ons | I 11 | |
Support simultaneous open attenpts |4.2.2.20| x| | | |
SYN-RCVD renenbers | ast state |[4.2.2. 21 x| | | |
Passive Open call interfere with others |[4.2.2.18] | | | |x
Function: simultan. LISTENs for sane port |4.2.2.18| x| | | |
Ask | P for src address for SYN if necc. [4.2.3.7 | x| | | |
O herwi se, use |ocal addr of conn. [4.2.3.7 | x| | | |
OPEN to broadcast/nulticast | P Address |4.2.3.24] | | | |x
Silently discard seg to bcast/ntast addr |4.2.3.24| x| | | |
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d osi ng Connecti ons

| [ ||
| [ [ ||
RST can contain data |4.2.2.12] | x| | |
I nform application of aborted conn |4.2.2.13| x| | | |
Hal f - dupl ex cl ose connecti ons |4.2.2.13] | |x]| |
Send RST to indicate data | ost |4.2.2.13] | x| | |
In TIME-WAIT state for 2xMSL seconds |4.2.2.13| x| | | |
Accept SYN from TIME-WAIT state |4.2.2.13] | |x]| |
| [
Ret r ansm ssi ons | I 11 | |
Jacobson Slow Start al gorithm |4.2.2.25|x] | | | |
Jacobson Congesti on- Avoi dance al gorithm |[4.2.2.25|x] | | | |
Retransmt with sane | P ident |4.2.2.15] | |x]| |
Karn’s al gorithm [4.2.3.2 | x| | | |
Jacobson’s RTO estination alg. [4.2.3.2 | x| | | |
Exponenti al backof f [4.2.3.2 | x| | | |
SYN RTO cal ¢ sane as data [4.2.3.2 | |x| | |
Recomended initial val ues and bounds [4.2.3.2 | |x| | |
| [ L]
Cenerating ACK s: | [ 11 1 |
Queue out -of -order segnents |4.2.2.20] | x| | |
Process all Q d before send ACK |4.2.2.20| x| | | |
Send ACK for out-of-order segnent [4.2.2.21] | |x]| |
Del ayed ACK' s [4.2.3.2 | |x] | |
Del ay < 0.5 seconds [4.2.3.2 | x| | | |
Every 2nd full-sized segnent ACK d [4.2.3.2 |x] | | |
Recei ver SW5- Avoi dance Al gorithm [4.2.3.3 |x| | | | |
| [ L]
Sendi ng data | I 111 |
Configurable TTL [4.2.2.29| x| | | |
Sender SW5- Avoi dance Al gorithm [4.2.3.4 |x] | | | |
Nagl e al gorithm [4.2.3.4 | |x| | | |
Application can disable Nagle algorithm [4.2.3.4 |x| | | | |
| [ L]
Connection Fail ures: | I 111 |
Negati ve advice to IP on Rl retxs [4.2.3.5 |x] | | |
Cl ose connection on R2 retxs [4.2.3.5 |x] | | | |
ALP can set R2 [4.2.3.5|x] | | | |2
I nform ALP of Rl<=retxs<R2 [4.2.3.5 | |x] | | |1
Recommended val ues for Rl, R2 [4.2.3.5 | | x| | |
Sane nechani sm for SYNs [4.2.3.5 |x] | | | |
R2 at least 3 mnutes for SYN [4.2.3.5 |x] | | |
| [ L]
Send Keep-alive Packets: [4.2.3.6 | | |x]| |
- Application can request [4.2.3.6 | x| | | |
- Default is "off" [4.2.3.6 | x| | | |
- Only send if idle for interval [4.2.3.6 | x| | | |
- Interval configurable [4.2.3.6 | x| | | |
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- Default at least 2 hrs.
- Tolerant of lost ACK s

el

| P Options

I gnore options TCP doesn’t understand

Ti me Stanp support

Record Route support

Sour ce Route:
ALP can specify

Overrides src rt in datagram

Build return route fromsrc rt
Later src route overrides

e
NN
o o

el
NN

0 0 0

|

|

|

|

|

|

|

|

|

|

|

I
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Address Val i dation
Reject OPEN call to invalid I P address
Reject SYN frominvalid I P address
Silently discard SYN to bcast/ntast addr
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TCP/ ALP I nterface Services
Error Report nechani sm
ALP can disable Error Report Routine
ALP can specify TGOS for sending
Passed unchanged to I P
ALP can change TGOS during connection
Pass received TOS up to ALP
FLUSH cal |
Optional local IP addr parm in OPEN

NNNNNNNND
PR LLDL

(1) "ALP" neans Application-Layer program
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Security Considerations

There are many security issues in the conmunication |ayers of host
software, but a full discussion is beyond the scope of this RFC

The Internet architecture generally provides little protection

agai nst spoofing of |IP source addresses, so any security nechani sm
that is based upon verifying the I P source address of a datagram
shoul d be treated with suspicion. However, in restricted

envi ronnents sonme source-address checking may be possible. For
exanpl e, there m ght be a secure LAN whose gateway to the rest of the
I nternet discarded any incom ng datagramwith a source address that
spoofed the LAN address. 1In this case, a host on the LAN could use
the source address to test for local vs. rempte source. This problem
is conplicated by source routing, and sone have suggested that
source-routed datagram forwardi ng by hosts (see Section 3.3.5) should
be outlawed for security reasons

Security-related issues are nentioned in sections concerning the IP
Security option (Section 3.2.1.8), the |ICWP Paraneter Problem nmessage
(Section 3.2.2.5), IP options in UDP datagrans (Section 4.1.3.2), and
reserved TCP ports (Section 4.2.2.1).
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Qui del i nes for Managenent of |P Address Space

Status of this Meno

This meno provides information for the Internet conmunity. It does
not specify an Internet standard. Distribution of this nmeno is
unlimted.

Abstract

Thi s docunent has been reviewed by the Federal Engi neering Task Force
(FEPG on behal f of the Federal Networking Council (FNC), the co-
chairs of the International Engineering Planning Goup (IEPG, and
the Reseaux | P Europeens (RIPE). There was general consensus by
those groups to support the reconmendati ons proposed in this docunent
for managenent of the |IP address space.

1.0 Introduction

Wth the growmth of the Internet and its increasing globalization
much t hought has been given to the evol ution of the network nunber

al I ocati on and assi gnnment process. RFC 1174, "ldentifier Assignnment
and Connected Status", dated August 1990 recommends that the Internet
Registry (IR) continue as the principal registry for network nunbers;
however, the IR may allocate bl ocks of network nunmbers and the

assi gnnent of those nunbers to qualified organizations. The IR w I
serve as the default registry in cases where no del egat ed
registration authority has been identified.

The distribution of the registration function is desirable, and in
keeping with that goal, it is necessary to develop a plan which
manages the distribution of the network nunber space. The demand for
networ k nunbers has grown significantly within the last tw years and
as a result the allocation of network nunbers nust be approached in a
nore systenmatic fashion.

Thi s docunent proposes a plan which will forward the inplementation
of RFC 1174 and whi ch defines the allocation and assi gnnment of the
networ k nunber space. There are three major topics to be addressed:

1) Qualifications for Distributed Regional Registries

2) Allocation of the Network Number Space by the Internet Registry
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3) Assignnent of the Network Nunbers
2.0 Qualifications for Distributed Regional Registries

The major reason to distribute the registration function is that the
Internet serves a nore diverse global population than it did at its
inception. This neans that registries which are located in distinct
geographic areas nay be better able to serve the local comunity in
terms of |anguage and local custons. VWhile there appears to be wi de
support for the concept of distribution of the registration function
it is inportant to define how the candi date del egated registries wll
be chosen and from whi ch geographi c areas.

Based on the growth and the maturity of the Internet in Europe,
Central / South America and the Pacific Rmareas, it is desirable to
consi der delegating the registration function to an organization in
each of those geographic areas. Until an organization is identified
in those regions, the IRw Il continue to serve as the default
registry. The IR renains the root registry and continues to provide
the registration function to all those regi ons not covered by
distributed regional registries. And as other regions of the world
becone nore and nore active in the Internet, the | ANA and the IR may
choose to | ook for candidate registries to serve the populations in
t hose geographi c regions.

It is inmportant that the regional registry is unbiased and and wi dely
recogni zed by network providers and subscribers within the geographic
region. It is also inmportant that there is just a single regiona
regi stry per geographical region at this level to provide for
efficient and fair sub-allocation of the address space. To be
selected as a distributed regional registry an organi zati on shoul d
neet the following criteria:

a) networking authorities within the geographic area
legitimze the organization

b) the organization is well-established and has
| egitimacy outside of the registry function

c) the organization will commt appropriate resources to
provide stable, tinely, and reliable service
to the geographic region

d) the coomitment to allocate I P nunbers according to
t he guidelines established by the | ANA and the IR

e) the conmtnent to coordinate with the IR to establish
qualifications and strategies for sub-allocations of
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the regional allocation

The distributed regional registry is enmpowered by the I ANA and the IR
to provide the network number registration function to a geographic
area. It is possible for network subscribers to contact the IR
directly. Depending on the circunstances the network subscriber nay
be referred to the regional registry, but the IRw I be prepared to
servi ce any network subscriber if necessary.

3.0 Allocation of the Network Nunmber Space by the Internet Registry

The Class A portion of the nunber space represents 50% of the total
I P nunbers; Cass Bis 25%of the total; Cass Cis approximtely 12%

of the total. Table 1 shows the current allocation of the IP network
nunbers.
Tot al Al'l ocat ed Al'l ocated (%
C ass A 126 49 38%
Class B 16383 7354 45%
Class C 2097151 44014 2%

Table 1: Network Nunmber Statistics (June 1992) [1]

Class A and B network nunbers are a linmted resource and therefore
the entire nunber space will be retained by the IR No allocations
fromthe Class A and B network nunmbers will be nade to distributed
regional registries at this tine.

The d ass C network nunber space will be divided into all ocatable

bl ocks which will be reserved by the 1ANA and IR for allocation to
distributed regional registries. |n the absence of designated
regional registries in geographic areas, the IR w |l assign addresses
to networks within those geographic areas according to the Cass C

al | ocati on divi sions.

A prelimnary inspection of the Class C IP network nunbers shows that
t he nunber space with prefixes 192 and 193 are assigned. The
remai ni ng space fromprefix 194 through 223 is nostly unassigned.

The 1ANA and the IR wi Il reserve the upper half of this space which
corresponds to the I P address range of 208.0.0.0 through

223. 255. 255. 255. Network nunbers fromthis portion of the ass C
space will renain unallocated and unassigned until further notice.

The remai ning Cl ass C network nunmber space will be allocated in a
fashi on which is conpatible with potential address aggregation
techniques. It is intended to divide this address range into eight
equal Iy sized address bl ocks.
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192.0.0.0 - 193. 255. 255. 255
194.0.0.0 - 195. 255. 255. 255
196.0.0.0 - 197.255. 255. 255
198.0.0.0 - 199. 255. 255. 255
200.0.0.0 - 201. 255. 255. 255
202.0.0.0 - 203. 255. 255. 255
204.0.0.0 - 205. 255. 255. 255
206.0.0.0 - 207.255. 255. 255

Each bl ock represents 131,072 addresses or approximately 6% of the
total Class C address space.

It is proposed that a broad geographic allocation be used for these
bl ocks. At present there are four major areas of address allocation
Europe, North Anerica, Pacific Rm and South & Central Anerica.

In particular, the top |l evel block allocation be designated as

foll ows:

Mul ti -regi onal 192.0.0.0 - 193. 255. 255. 255
Eur ope 194.0.0.0 - 195. 255, 255. 255
O hers 196.0.0.0 - 197. 255. 255. 255
North Anerica 198.0.0.0 - 199. 255. 255. 255
Central / Sout h

Anerica 200.0.0.0 - 201. 255. 255. 255
Pacific Rim 202.0.0.0 - 203. 255. 255. 255
O hers 204.0.0.0 - 205. 255. 255. 255
O hers 206.0.0.0 - 207. 255. 255. 255

It is proposed that the IR, and any designated regional registries,
al | ocate addresses in conformance with this overall schenme. \Were
there are qualifying regional registries established, prinmary
responsibility for allocation fromw thin that block will be

del egated to that registry.

The ranges designated as "Qthers" permt flexibility in network
nunber assignnments whi ch are outside of the geographi cal regions
already all ocated. The range listed as nmulti-regional represents
net wor k nunbers whi ch have been assigned prior to the inplenentation
of this plan. It is proposed that the 1ANA and the IR will adopt
these divisions of the O ass C network nunber space and will begin
assi gni ng network nunbers accordi ngly.

4.0 Assignment of the Network Nunber Space
The exhaustion of the I P address space is a topic of concern for the

entire Internet community. This plan for the assignnment of C ass A
B, or CIP nunbers to network subscribers has two najor goals:
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1) to reserve a portion of the |IP nunber space so that it nmay be
available to transition to a new nunbering plan

2) to assign the Cass C network nunber space in a fashion which
is conpatible with proposed address aggregation techni ques

4.1 dass A

The C ass A nunber space can support the |argest number of unique
host identifier addresses and is also the class of network nunbers
nmost sparsely populated. There are only approximately 77 O ass A
net wor k nunbers which are unassigned, and these 77 network nunbers
represent about 30% of the total network nunber space.

The 1ANA will retain sole responsibility for the assignnent of C ass
A network numbers. The upper half of the O ass A nunber space will be
reserved indefinitely (1P network addresses 64.0.0.0 through
127.0.0.0). Wiile it is expected that no new assignnents of Class A
nunbers will take place in the near future, any organization
petitioning the 1ANA for a Cass A network nunber will be expected to
provide a detailed technical justification docunmenting network size
and structure. Class A assignnments are at the | ANA' s discretion.

4.2 dass B

Previ ously organi zations were recomended to use a subnetted Class B
networ k nunber rather than multiple Cass C network nunbers. Due to

the scarcity of Cass B network nunbers and the under utilization of

the O ass B nunber space by nost organi zations, the recomendation is
now to use nmultiple Cass Cs where practical

The 1ANA and the IR w Il maintain sole responsibility for the Class B
nunber space. \Were there are designated regional registries, those

registries will act in an auxiliary capacity in evaluating requests
for Cass B nunbers. Organizations applying for a Cass B network
nunber should fulfill the following criteria:

1) the organi zation presents a subnetting plan which
docunments nore than 32 subnets within its organi zati ona
net wor k
AND
2) the organization has nore than 4096 hosts.
These criteria assune that an organi zation which neets this profile

will continue to grow and that assigning a O ass B network number to
themwill permt network growh and reasonable utilization of the
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assi gned nunmber space. There may be circunstances where it will be

i mpossible to utilize a block of Cass C network nunbers in place of
a Class B. These situations will be considered on a case-by-case
basi s.

4,3 dass C

Section 3 of this docunent reconmends a division of the Cass C
number space. That division is primarily an admi nistrative division
whi ch lays the groundwork for distributed network nunber registries.
This section deals with how network nunbers are assigned fromwthin
t hose bl ocks. Sub-allocations of the block to sub-registries is
beyond the scope of this paper

By default, if an organization requires nore than a single Cass C
it will be assigned a bit-w se contiguous block fromthe Cass C
space allocated for its geographic region

For instance, an European organi zati on which requires fewer than 2048
uni que | P addresses and nore than 1024 woul d be assigned 8 conti guous
class C network nunbers fromthe nunber space reserved for European
networ ks, 194.0.0.0 - 195.255.255.255. |f an organization from
Central Anerica required fewer than 512 unique | P addresses and nore
than 256, it would receive 2 contiguous class C network nunbers from
t he nunber space reserved for Central/South Anerican networKks,
200.0.0.0 - 201.255. 255. 255

The IR or the registry to whomthe IR has del egated the registration
function will determ ne the nunmber of O ass C network numbers to
assign to a network subscriber based on the following criteria:

Organi zati on Assi gnnent

cl ass C network

conti guous class C networks
conti guous class C networks
contiguous class C networks
contiguous class C networks

1) requires fewer than 256 addresses
2) requires fewer than 512 addresses
3) requires fewer than 1024 addresses
4) requires fewer than 2048 addresses
5) requires fewer than 4096 addresses 1

DA NBE

The nunber of addresses that a network subscriber indicates that it
needs should be based on a 24 nonth projection

The maxi mal bl ock of class C nets that should be assigned to a
subscri ber consists of sixteen contiguous class C networks which
corresponds to a single IP prefix the Iength of which is twelve bits.
If a subscriber has a requirenent for nore than 4096 unique |IP
addresses it should nost likely receive a Cass B net nunber
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5.0 Concl usion

This proliferation of class C network nunbers may aid in preserving
the scarcity of class A and B nunbers, but it is sure to accelerate
the explosion of routing information carried by Internet routers.

I nherent in these recommendations is the assunption that there wll
be nodifications in the technology to support the |arger nunber of
net wor k address assignments due to the decrease in assignnments of
Class A and B nunbers and the proliferation of Class C assignments.

Many proposal s have been nmade to address the rapid grow h of network
assignnents and a di scussion of those proposals is beyond the scope
and intent of this paper.

These recomendati ons for managenent of the current |P network nunber
space only profess to delay depletion of the |IP address space, not to
postpone it indefinitely.
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Abst r act

The Dynami ¢ Host Configuration Protocol (DHCP) provides a franmework

for passing configuration information to hosts on a TCP/|
DHCP i s based on the Bootstrap Protocol (BOOTP) [7], add

capability of automatic allocation of reusable network ad
addi tional configuration options [19]. DHCP captures the
BOOTP relay agents [7, 23], and DHCP participants can int
with BOOTP participants [9].
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1. Introduction

The Dynami ¢ Host Configuration Protocol (DHCP) provides configuration
paraneters to Internet hosts. DHCP consists of two conponents: a
protocol for delivering host-specific configuration paraneters froma
DHCP server to a host and a mechanismfor allocation of network
addresses to hosts.

DHCP is built on a client-server nodel, where designated DHCP server
hosts all ocate network addresses and deliver configuration paranmeters
to dynamically configured hosts. Throughout the renainder of this
docunment, the term"server" refers to a host providing initialization
paraneters through DHCP, and the term"client" refers to a host
requesting initialization paraneters froma DHCP server
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A host should not act as a DHCP server unless explicitly configured
to do so by a systemadnministrator. The diversity of hardware and
protocol inplementations in the Internet would preclude reliable
operation if random hosts were allowed to respond to DHCP requests.
For exanple, IP requires the setting of many paraneters within the
protocol inplenentation software. Because |P can be used on nany
di ssimlar kinds of network hardware, values for those paraneters
cannot be guessed or assuned to have correct defaults. Al so,

di stributed address allocation schenes depend on a polling/defense
mechani sm for di scovery of addresses that are already in use. |IP
hosts may not al ways be able to defend their network addresses, so
that such a distributed address allocati on scheme cannot be
guaranteed to avoid allocation of duplicate network addresses.

DHCP supports three mechanisnms for | P address allocation. In
"automatic allocation", DHCP assigns a permanent |P address to a
host. In "dynam c allocation", DHCP assigns an |IP address to a host
for alimted period of tinme (or until the host explicitly
relinquishes the address). In "nmanual allocation", a host’'s IP
address is assigned by the network administrator, and DHCP is used
simply to convey the assigned address to the host. A particular
network will use one or nore of these mechani sns, depending on the
policies of the network adm nistrator

Dynanmic allocation is the only one of the three nmechani sns that

all ows automatic reuse of an address that is no | onger needed by the
host to which it was assigned. Thus, dynanic allocation is

particul arly useful for assigning an address to a host that will be
connected to the network only tenporarily or for sharing a limted
pool of | P addresses anpbng a group of hosts that do not need

per manent | P addresses. Dynanic allocation nay al so be a good choice
for assigning an I P address to a new host bei ng permanently connected
to a network where | P addresses are sufficiently scarce that it is

i mportant to reclaimthemwhen old hosts are retired. Manual

all ocation allows DHCP to be used to elimnate the error-prone
process of manually configuring hosts with | P addresses in
environnents where (for whatever reasons) it is desirable to nmanage

| P address assi gnnment outside of the DHCP nechani sns.

The format of DHCP nessages is based on the format of BOOTP nessages,
to capture the BOOIP rel ay agent behavi or described as part of the
BOOTP specification [7, 23] and to allow interoperability of existing
BOOTP clients with DHCP servers. Using BOOTP rel ayi ng agents

elinm nates the necessity of having a DHCP server on each physica

net work segnent.
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1.1 Rel ated Work

There are several Internet protocols and rel ated nmechani sns t hat
address some parts of the dynam c host configuration problem The
Rever se Address Resol ution Protocol (RARP) [10] (through the
extensions defined in the Dynanic RARP (DRARP) [5]) explicitly
addresses the probl em of network address di scovery, and includes an
automatic | P address assignnent mechanism The Trivial File Transfer
Protocol (TFTP) [20] provides for transport of a boot image froma
boot server. The Internet Control Message Protocol (ICWP) [16]
provides for inform ng hosts of additional routers via "ICW
redirect" nessages. |CWP also can provide subnet nmask information
through the "I CMP mask request"” nessage and ot her information through
the (obsolete) "ICW information request” nessage. Hosts can |locate
routers through the I CVMP router discovery mechanism/[8].

BOOTP is a transport nmechanismfor a collection of configuration
information. BOOIP is also extensible, and official extensions [17]
have been defined for several configuration paranmeters. Mrgan has
proposed extensions to BOOTP for dynamic | P address assignment [15].
The Network I nformation Protocol (N P), used by the Athena project at
MT, is a distributed mechani smfor dynam c | P address assi gnment
[19]. The Resource Location Protocol RLP [1] provides for |ocation
of higher level services. Sun Mcrosystens di skless workstations use
a boot procedure that enploys RARP, TFTP and an RPC nechani smcalled
"boot paranms" to deliver configuration information and operating
system code to di skl ess hosts. (Sun M crosystens, Sun Wrkstation
and SunCsS are trademarks of Sun M crosystenms, Inc.) Some Sun

net wor ks al so use DRARP and an auto-installation nmechanismto
autonate the configuration of new hosts in an existing network.

In other related work, the path m ni numtransmi ssion unit (MIU)

di scovery algorithmcan determne the MIU of an arbitrary internet
path [14]. Comer and Drons have proposed the use of the Address
Resol ution Protocol (ARP) as a transport protocol for resource

| ocation and selection [6]. Finally, the Host Requirenents RFCs [ 3,
4] nention specific requirenents for host reconfiguration and suggest
a scenario for initial configuration of diskless hosts.

1.2 Problemdefinition and i ssues

DHCP i s designed to supply hosts with the configuration paraneters
defined in the Host Requirenents RFCs. After obtaining paraneters
via DHCP, a host should be able to exchange packets with any other
host in the Internet. The paraneters supplied by DHCP are listed in
Appendi x A
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Not all of these paraneters are required for a newy initialized
host. A client and server nmay negotiate for the transm ssion of only
those paraneters required by the client or specific to a particul ar
subnet .

DHCP al | ows but does not require the configuration of host paraneters
not directly related to the IP protocol. DHCP also does not address
registration of newy configured hosts with the Donmai n Name System
(DNS) [12, 13].
DHCP is not intended for use in configuring routers.

1.3 Requirenents

Thr oughout this docurment, the words that are used to define the
significance of particular requirenents are capitalized. These words

are:

o " MJST"
This word or the adjective "REQU RED' neans that the
itemis an absolute requirenment of this specification.

o "MJST NOT"
Thi s phrase means that the itemis an absolute prohibition
of this specification.

0 " SHOULD"

This word or the adjective "RECOWENDED' neans that there

may exi st valid reasons in particular circunstances to ignore
this item but the full inplications should be understood and
the case carefully weighed before choosing a different course.

o "SHOULD NOT™"

This phrase nmeans that there may exist valid reasons in
particul ar circunstances when the |isted behavior is acceptable
or even useful, but the full inplications should be understood
and the case carefully wei ghed before inplenenting any behavi or
described with this |abel.
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0 " MAY"
This word or the adjective "OPTIONAL" neans that this itemis
truly optional. One vendor may choose to include the item
because a particular marketplace requires it or because it

enhances the product, for exanple; another vendor may omt the
sane item

1.4 Term nol ogy
Thi s docunent uses the follow ng terns:
o "DHCP client"

A DHCP client is an Internet host using DHCP to obtain
configuration parameters such as a network address.

o "DHCP server"

A DHCP server is an Internet host that returns configuration
paraneters to DHCP clients.

o "BOOTP rel ay agent™

A BOOTP relay agent is an Internet host or router that passes
DHCP nessages between DHCP clients and DHCP servers. DHCP is
designed to use the sane relay agent behavior as specified in
t he BOOTP protocol specification

0 "bi ndi ng"
A binding is a collection of configuration paranmeters, including
at least an | P address, associated with or "bound to" a DHCP
client. Bindings are managed by DHCP servers.

1.5 Design goals
The following Iist gives general design goals for DHCP

o DHCP shoul d be a nechanismrather than a policy. DHCP nust
all ow | ocal system administrators control over configuration
paraneters where desired; e.g., local systemadmnistrators

shoul d be able to enforce local policies concerning allocation
and access to |l ocal resources where desired.
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(o]

Hosts shoul d require no nanual configuration. Each host should
be able to discover appropriate |local configuration paraneters
wi t hout user intervention and incorporate those paraneters into
its own configuration.

Net wor ks shoul d require no hand configuration for individua
hosts. Under normal circunstances, the network manager shoul d
not have to enter any per-host configuration paraneters.

DHCP shoul d not require a server on each subnet. To allow for
scal e and econony, DHCP nust work across routers or through the
i ntervention of BOOTP/DHCP rel ay agents.

A DHCP host nust be prepared to receive nultiple responses to a
request for configuration paranmeters. Sone installations nmay

i nclude multiple, overlapping DHCP servers to enhance
reliability and increase perfornance.

DHCP nust coexist with statically configured, non-participating
hosts and with existing network protocol inplenmentations.

DHCP nust interoperate with the BOOTP rel ay agent behavior as
descri bed by RFC 951 and by Wner [21].

DHCP nust provi de service to existing BOOIP clients.

The following list gives design goals specific to the transni ssion of
the network | ayer paraneters. DHCP nust:

Dr ons

(0]

Quarantee that any specific network address will not be in
use by nore than one host at a tine,

Retai n host configuration across host reboot. A host should,
whenever possible, be assigned the sanme configuration paraneters
(e.g., network address) in response to each request,

Retai n host configuration across server reboots, and, whenever
possi bl e, a host should be assigned the same configuration
paraneters despite restarts of the DHCP nmechani sm

Al'l ow automati c assignnment of configuration paraneters to new
hosts to avoid hand configuration for new hosts,

Support fixed or permanent allocation of configuration
paraneters to specific hosts.
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2. Protocol Summary

Fromthe client’s point of view, DHCP is an extension of the BOOTP
mechani sm This behavior allows existing BOOTP clients to
interoperate with DHCP servers without requiring any change to the
clients’ initialization software. A separate docunent details the

i nteracti ons between BOOTP and DHCP clients and servers [9]. There
are sone new, optional transactions that optim ze the interaction
between DHCP clients and servers that are described in sections 3 and
4,

Figure 1 gives the format of a DHCP nessage and table 1 describes
each of the fields in the DHCP nessage. The nunbers in parentheses
indicate the size of each field in octets. The nanmes for the fields
given in the figure will be used throughout this document to refer to
the fields in DHCP nessages.

There are two primary differences between DHCP and BOOTP. First,
DHCP defi nes nechani sns t hrough which clients can be assigned a
network address for a fixed | ease, allowing for serial reassignnent
of network addresses to different clients. Second, DHCP provides the
mechanismfor a client to acquire all of the IP configuration
paraneters that it needs in order to operate.

DHCP i ntroduces a small change in terninology intended to clarify the
nmeani ng of one of the fields. What was the "vendor extensions" field
in BOOTP has been re-naned the "options" field in DHCP. Sinmilarly,
the tagged data itens that were used inside the BOOTP "vendor
extensions” field, which were fornerly referred to as "vendor
extensions," are now ternmed sinply "options."

DHCP defines a new 'client identifier’ option that is used to pass an
explicit client identifier to a DHCP server. This change elim nates
the overl oading of the 'chaddr’ field in BOOTP nmessages, where reply
messages and as a client identifier. The 'client identifier’ option
may contain a hardware address, identical to the contents of the
"chaddr’ field, or it may contain another type of identifier, such as
a DNS nane. Oher client identifier types nay be defined as needed
for use with DHCP. New client identifier types will be registered
with the 1ANA [18] and will be included in new revisions of the

Assi gned Nunbers docunent, as well as described in detail in future
revi sions of the DHCP Options [2].
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0 1 2 3
01234567890123456789012345678901
R R R R e e s o S e R S S S S S S e e e e e
| op (1) | htype (1) | hlen (1) | hops (1) |
S S S S +
| xid (4) |
o m e e e e e eae oo o m e e e e e eae oo +
| secs (2) | flags (2) |
o m e e e e e e e e a o a oo o m e e e e e e e e a o a oo +
| ciaddr (4)

o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| yi addr (4)

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +
| siaddr (4) |
o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me o +
| gi addr (4)

o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| |
| chaddr (16)

| |
| |
o mmm e e e e e e e e e e e e e e e e e e e e e e e e e e e e emao o +
| |
| snane (64)

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +
| |
| file (128)

o mmm e e e e e e e e e e e e e e e e e e e e e e e e e e e e emao o +
| |
| options (312)

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +

Figure 1: Format of a DHCP nessage

DHCP clarifies the interpretation of the "siaddr’ field as the
address of the server to use in the next step of the client’s
bootstrap process. A DHCP server nmay return its own address in the
"siaddr’ field, if the server is prepared to supply the next
bootstrap service (e.g., delivery of an operating system executabl e
i mge). A DHCP server always returns its own address in the ’server
identifier’ option.

The options field is now variable length, with the m ni num ext ended
to 312 octets. This brings the m ninmum size of a DHCP nessage up to
576 octets, the mininmum | P datagram size a host nust be prepared to
accept [3]. DHCP clients may negotiate the use of |arger DHCP
messages through the ' Maxi rum DHCP nessage size’ option. The options
field nmay be further extended into the "file' and 'snane’ fields.
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A new option, called 'vendor specific information', has been added to
al | ow for expansion of the nunber of options that can be supported
[2]. Options encapsul ated as 'vendor specific information’ nust be
carefully defined and docunented so as to allow for interoperability
between clients and servers fromdiferent vendors. 1In particular
vendors defining 'vendor specific information” MJST docunent those
options in the formof the DHCP Options docunent, MJST choose to
represent those options either in data types already defined for DHCP
options or in other well-defined data types, and MJST choose options
that can be readily encoded in configuration files for exchange wth
servers provided by other vendors. Options included as ’'vendor
specific options’ MJST be readily supportable by all servers.

111111
0123456789012345
T S S S S it S S S S i
B| vBZ
T S S S s St S DU BEp SR SIS

B: BROADCAST fl ag
MBZ: MJST BE ZERO (reserved for future use)
Figure 2: Format of the "flags’ field

DHCP uses the "flags' field [21]. The leftnost bit is defined as the
BROADCAST (B) flag. The semantics of this flag are discussed in
section 4.1 of this docunment. The remaining bits of the flags field
are reserved for future use. They MJST be set to zero by clients and
i gnored by servers and relay agents. Figure 2 gives the format of

t he

2.1 Configuration paraneters repository

The first service provided by DHCP is to provide persistent storage
of network parameters for network clients. The nodel of DHCP
persistent storage is that the DHCP service stores a key-value entry
for each client, where the key is some unique identifier (for
exanpl e, an | P subnet nunber and a unique identifier within the
subnet) and the val ue contains the configuration paranmeters for the
client.

For exanple, the key night be the pair (IP-subnet-nunber, hardware-
address), allowing for serial or concurrent reuse of a hardware
address on different subnets, and for hardware addresses that nmay not
be globally unique. Alternately, the key mght be the pair (IP-
subnet - nunber, hostnane), allow ng the server to assign paraneters
intelligently to a host that has been noved to a different subnet or
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has changed hardware addresses (perhaps because the network interface
failed and was repl aced).

A client can query the DHCP service to retrieve its configuration
paraneters. The client interface to the configuration paraneters
repository consists of protocol nessages to request configuration
paraneters and responses fromthe server carrying the configuration
paraneters

2.2 Dynanmic allocation of network addresses

The second service provided by DHCP is the allocation of tenporary or
per manent network (I P) addresses to hosts. The basic nechanismfor
the dynamic allocation of network addresses is sinple: a client
requests the use of an address for some period of tine. The

al l ocati on mechani sm (the collection of DHCP servers) guarantees not
to reallocate that address within the requested tine and attenpts to
return the same network address each tine the client requests an
address. In this docunent, the period over which a network address
is allocated to a client is referred to as a "lease" [11]. The
client may extend its | ease with subsequent requests. The client may
i ssue a nmessage to rel ease the address back to the server when the
client no | onger needs the address. The client may ask for a

per manent assignnment by asking for an infinite | ease. Even when
assigning "permanent" addresses, a server nmamy choose to give out

Il engthy but non-infinite |leases to allow detection of the fact that
the host has been retired.

In sone environments it will be necessary to reassign network
addresses due to exhaustion of avail abl e addresses. In such
environnents, the allocation mechanismw || reuse addresses whose

| ease has expired. The server should use whatever information is
avail able in the configuration information repository to choose an
address to reuse. For exanple, the server nmay choose the | east
recently assigned address. As a consistency check, the allocation
mechani sm nay probe the reused address, e.g., with an I CMP echo
request, before allocating the address, and the client will probe the
new y received address, e.g., with ARP.

3. The Cdient-Server Protoco
DHCP uses the BOOTP nessage format defined in RFC 951 and given in
table 1 and figure 1. The 'op’ field of each DHCP nessage sent from
a client to a server contai ns BOOTREQUEST. BOOTREPLY is used in the
"op’ field of each DHCP nessage sent froma server to a client.

The first four octets of the 'options’ field of the DHCP nmessage
contain the (decinal) values 99, 130, 83 and 99, respectively (this
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is the same magi c cookie as is defined in RFC 1395). The renai nder
of the "options’ field consists a |list of tagged paraneters that are
called "options". Al of the "vendor extensions" listed in RFC 1395
are al so DHCP options. A separate docunent gives the conplete set of
options defined for use with DHCP [2].

Several options have been defined so far. One particular option -
the "DHCP nessage type" option - nust be included in every DHCP
nmessage. This option defines the "type" of the DHCP nessage.

Addi tional options nay be allowed, required, or not all owed,
dependi ng on the DHCP nessage type.

Thr oughout this docunent, DHCP nessages that include a ' DHCP nessage
type’ option will be referred to by the type of the nessage; e.g., a
DHCP nessage with ' DHCP nessage type’ option type 1 will be referred
to as a "DHCPDI SCOVER' nessage.

3.1 dient-server interaction - allocating a network address

The followi ng sutmary of the protocol exchanges between clients and
servers refers to the DHCP nessages described in table 2. The
tinmeline diagramin figure 3 shows the timng relationships in a
typical client-server interaction. |If the client already knows its
address, sone steps nmay be omtted; this abbreviated interaction is
described in section 3.2

1. The client broadcasts a DHCPDH SCOVER nessage on its | ocal physical
subnet. The DHCPDI SCOVER nessage may i nclude options that suggest
val ues for the network address and | ease duration. BOOIP rel ay
agents may pass the nessage on to DHCP servers not on the same
physi cal subnet.

2. Each server may respond with a DHCPOFFER nessage that includes an
avai | abl e network address in the 'yiaddr’ field (and ot her
configuration paranmeters in DHCP options). Servers need not
reserve the offered network address, although the protocol will
work nmore efficiently if the server avoids allocating the offered
network address to another client. The server unicasts the
DHCPOFFER nessage to the client (using the DHCP/ BOOTP rel ay agent
i f necessary) if possible, or may broadcast the nessage to a
broadcast address (preferably 255.255.255.255) on the client’s
subnet .

3. The client receives one or nore DHCPOFFER nmessages from one or
nore servers. The client may choose to wait for nmultiple
responses. The client chooses one server from which to request
configuration parameters, based on the configuration paraneters
offered in the DHCPOFFER nessages. The client broadcasts a
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DHCPREQUEST nessage that MJST include the 'server identifier’
option to indicate which server it has selected, and may include
ot her options specifying desired configuration values. This
DHCPREQUEST nessage is broadcast and rel ayed t hrough DHCP/ BOOTP
relay agents. To help ensure that any DHCP/ BOOTP rel ay agents
forward the DHCPREQUEST nessage to the sane set of DHCP servers
that received the original DHCPDI SCOVER nessage, the DHCPREQUEST
message must use the sane value in the DHCP nessage header’s
"secs’ field and be sent to the sanme | P broadcast address as the
ori gi nal DHCPDI SCOVER nessage. The client tinmes out and
retransmts the DHCPDI SCOVER nmessage if the client receives no
DHCPOFFER nessages

4. The servers receive the DHCPREQUEST broadcast fromthe client.
Those servers not sel ected by the DHCPREQUEST nmessage use the
nmessage as notification that the client has declined that server’s
offer. The server selected in the DHCPREQUEST nessage commits the
binding for the client to persistent storage and responds with a
DHCPACK nessage containing the configuration paraneters for the
requesting client. The conbination of ’'chaddr’ and assi gned
networ k address constitute an unique identifier for the client’'s
| ease and are used by both the client and server to identify a
| ease referred to in any DHCP nessages. The 'yiaddr’ field in the
DHCPACK nessages is filled in with the sel ected network address.

If the selected server is unable to satisfy the DHCPREQUEST nessage
(e.g., the requested network address has been allocated), the
server SHOULD respond wi th a DHCPNAK nessage.

A server may choose to nmark addresses offered to clients in
DHCPOFFER nessages as unavail able. The server should mark an
address offered to a client in a DHCPOFFER nessage as available if
the server receives no DHCPREQUEST nessage fromthat client.
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OCTETS DESCRI PTI ON

4
16

64
128

312

Message op code / nessage type.

1 = BOOTREQUEST, 2 = BOOTREPLY

Har dwar e address type, see ARP section in "Assigned
Nunmbers" RFC, e.g., "1 = 10nb ethernet.

Har dwar e address length (e.g. ’'6° for 10nb

et hernet).

Cient sets to zero, optionally used by rel ay-agents
when booting via a rel ay-agent.

Transaction I D, a random nunber chosen by the
client, used by the client and server to associate
messages and responses between a client and a
server.

Filled in by client, seconds el apsed since client
started trying to boot.

Fl ags (see figure 2).

Cient IP address; filled in by client in
DHCPREQUEST i f verifying previously allocated
configuration paraneters

"your’ (client) |IP address.

| P address of next server to use in bootstrap;
returned i n DHCPOFFER, DHCPACK and DHCPNAK by
server.

Rel ay agent | P address, used in booting via a

rel ay- agent.

dient hardware address.

Optional server host name, null term nated string.
Boot file nane, null termnated string; "generic"
nane or null in DHCPDI SCOVER, fully qualified
directory-path nane i n DHCPOFFER

Optional paraneters field. See the options
docunents for a list of defined options.

Table 1: Description of fields in a DHCP nessage
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Server dient Server
(not sel ected) (sel ect ed)
v

Begins initialization

\' \'
I | I
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| | |
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configuration | configuration
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\
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|
|
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Figure 3: Tineline diagram of nessages exchanged between DHCP
client and servers when allocating a new network address
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Message Use

DHCPDI SCOVER

Client broadcast to | ocate avail abl e servers.

DHCPOFFER - Server to client in response to DHCPDI SCOVER with

of fer of configuration paraneters

DHCPREQUEST - Cient broadcast to servers requesting offered

paraneters fromone server and inplicitly declining
offers fromall others.

DHCPACK - Server to client with configuration paraneters,

i ncluding conmi tted network address.

DHCPNAK - Server to client refusing request for configuration
paraneters (e.g., requested network address already
al | ocat ed).

DHCPDECLINE - dCient to server indicating configuration paraneters
(e.g., network address) invalid.

DHCPRELEASE - Cient to server relinquishing network address and
cancel l i ng renmi ni ng | ease.

Tabl e 2: DHCP nessages
5. The client receives the DHCPACK nessage with configuration

Dr ons

paraneters. The client perforns a final check on the paraneters
(e.g., ARP for allocated network address), and notes the duration
of the | ease and the |lease identification cookie specified in the
DHCPACK nessage. At this point, the client is configured. |If the
client detects a problemw th the paraneters in the DHCPACK
nmessage, the client sends a DHCPDECLI NE nessage to the server and
restarts the configuration process. The client should wait a

m ni mum of ten seconds before restarting the configuration process
to avoid excessive network traffic in case of | ooping.

If the client receives a DHCPNAK nessage, the client restarts the
configuration process.

The client tinmes out and retransnits the DHCPREQUEST nessage if the
client receives neither a DHCPACK or a DHCPNAK nessage. The client
retransmts the DHCPREQUEST according to the retransm ssion
algorithmin section 4.1. If the client receives neither a DHCPACK
or a DHCPNAK nessage after ten retransm ssions of the DHCPREQUEST
message, the client reverts to INIT state and restarts the
initialization process. The client SHOULD notify the user that the
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initialization process has failed and is restarting.

6. The client may choose to relinquish its | ease on a network address
by sendi ng a DHCPRELEASE nessage to the server. The client
identifies the | ease to be released by including its network
address in the 'ciaddr’ field and its hardware address in the
‘chaddr’ field.

3.2 Cient-server interaction - reusing a previously allocated network
addr ess

If a client renmenbers and wi shes to reuse a previously allocated
networ k address (allocated either by DHCP or sone neans outside the
protocol), a client may choose to omit sone of the steps described in
the previous section. The tineline diagramin figure 4 shows the
timng relationships in a typical client-server interaction for a
client reusing a previously allocated network address.

1. The client broadcasts a DHCPREQUEST nessage on its |ocal subnet.
The DHCPREQUEST nessage includes the client’s network address in
the 'ciaddr’ field. DHCP/BOOTP relay agents pass the nessage on
to DHCP servers not on the sane subnet.

2. Servers with know edge of the client’s configuration paraneters
respond with a DHCPACK nessage to the client.

If the client’s request is invalid (e.g., the client has noved
to a new subnet), servers may respond with a DHCPNAK nessage to
the client.

3. The client receives the DHCPACK nessage with configuration
praneters. The client perfornms a final check on the paranmeters
(as in section 3.1), and notes the duration of the | ease and
the | ease identification cookie specified in the DHCPACK
message. At this point, the client is configured.

If the client detects a problemw th the paraneters in the
DHCPACK nessage, the client sends a DHCPDECLI NE nessage to the
server and restarts the configuration process by requesting a
new network address. This action corresponds to the client
moving to the INIT state in the DHCP state diagram which is
described in section 4.4,
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Server dient Server
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| | |
|\ | /1
|\ | /|
|\ | / DHCPACK |
| \__ |/ |
| DHCPACK\ | |
| Initialization |
| conpl ete |
| \| |
| |
| ( Subsequent |
| DHCPACKS |
| i gnor ed) |
| | |
| | |
v v v

Figure 4: Tineline diagram of nessages exchanged between DHCP
client and servers when reusing a previously allocated
net wor k addr ess

If the client receives a DHCPNAK nessage, it cannot reuse its
renenbered network address. It nust instead request a new
address by restarting the configuration process, this tine
usi ng the (non-abbreviated) procedure described in section
3.1. This action also corresponds to the client nmoving to
the INIT state in the DHCP state di agram

The client tinmes out and retransnits the DHCPREQUEST nessage if
the client receives neither a DHCPACK nor a DHCPNAK nessage.
The ti me between retransni ssion MJST be chosen according to
the algorithmgiven in section 4.1. If the client receives no
answer after transmtting 4 DHCPREQUEST nessages, the client
MAY choose to use the previously all ocated network address and
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configuration paraneters for the renmai nder of the unexpired
| ease. This corresponds to noving to BOUND state in the client
state transition diagramshown in figure 5.

4. The client may choose to relinquish its | ease on a network
address by sendi ng a DHCPRELEASE nessage to the server. The
client identifies the |ease to be released with the |ease
i dentification cookie.

Note that in this case, where the client retains its network
address locally, the client will not normally relinquish its

| ease during a graceful shutdown. Only in the case where the
client explicitly needs to relinquish its lease, e.g., the client
is about to be noved to a different subnet, will the client send
a DHCPRELEASE nessage.

3.3 Interpretation and representation of tine val ues

A client acquires a lease for a network address for a fixed period of
time (which may be infinite). Throughout the protocol, tines are to
be represented in units of seconds. The time value of Oxffffffff is
reserved to represent "infinity". The mninmumlease duration is one
hour .

As clients and servers nmay not have synchroni zed cl ocks, tines are
represented in DHCP nessages as relative tinmes, to be interpreted
with respect to the client’s local clock. Representing relative
times in units of seconds in an unsigned 32 bit word gives a range of
relative times fromO to approxinmately 100 years, which is sufficient
for the relative tines to be neasured using DHCP

The algorithm for |ease duration interpretation given in the previous
par agraph assumes that client and server clocks are stable relative
to each other. |If there is drift between the two cl ocks, the server
may consider the | ease expired before the client does. To
conpensate, the server may return a shorter |ease duration to the
client than the server commits to its |ocal database of client

i nformation.

3.4 Host paraneters in DHCP

Not all clients require initialization of all paraneters listed in
Appendi x A, Two techniques are used to reduce the nunber of
paraneters transnmitted fromthe server to the client. First, nost of
the paranmeters have defaults defined in the Host Requirenments RFCs;

if the client receives no paraneters fromthe server that override
the defaults, a client uses those default values. Second, in its

i nitial DHCPDI SCOVER or DHCPREQUEST nessage, a client nay provide the
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server with a list of specific paraneters the client is interested
in.

The client SHOULD incl ude the ’maxi num DHCP nessage size’ option to
I et the server know how | arge the server may neke its DHCP nessages
The paraneters returned to a client may still exceed the space

all ocated to options in a DHCP nessage. In this case, tw additiona
options flags (which nust appear in the 'options’ field of the
nmessage) indicate that the "file' and 'snanme’ fields are to be used
for options.

The client can informthe server which configuration paraneters the
client is interested in by including the 'paraneter request |ist’
option. The data portion of this option explicitly lists the options
requested by tag nunber

In addition, the client may suggest values for the network address
and | ease tine in the DHCPDI SCOVER nessage. The client may include
the be assigned, and may include the 'I P address |lease tine’ option
to suggest the lease tine it would Iike. No other options
representing "hints" at configuration paranmeters are allowed in a
DHCPDI SCOVER or DHCPREQUEST nmessage. The 'ciaddr’ field is to be
filled in only in a DHCPREQUEST nessage when the client is requesting
use of a previously allocated |IP address.

If a server receives a DHCPREQUEST nmessage with an invalid ’ciaddr’
the server SHOULD respond to the client with a DHCPNAK nessage and
may choose to report the problemto the system adm nistrator. The
server may include an error nmessage in the 'nmessage’ option

3.5 Use of DHCP in clients with multiple interfaces

A host with multiple network interfaces nmust use DHCP t hrough each
interface independently to obtain configuration information
paraneters for those separate interfaces

3.6 Wien clients should use DHCP

A host should use DHCP to reacquire or verify its I P address and

net wor k paraneters whenever the |ocal network paranmeters nay have
changed; e.g., at systemboot tinme or after a disconnection fromthe
| ocal network, as the local network configuration may change wi t hout
the host’s or user’s know edge.

If a host has know edge of a previous network address and is unable
to contact a |local DHCP server, the host may continue to use the
previ ous network address until the |lease for that address expires.
If the | ease expires before the host can contact a DHCP server, the
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host nust imedi ately discontinue use of the previous network address
and may informlocal users of the problem

4. Specification of the DHCP client-server protoco

In this section, we assune that a DHCP server has a bl ock of network
addresses fromwhich it can satisfy requests for new addresses. Each
server al so maintains a database of allocated addresses and | eases in
| ocal permanent storage.

4.1 Constructing and sendi ng DHCP nessages

DHCP clients and servers both construct DHCP nessages by filling in
fields in the fixed format section of the nessage and appendi ng
tagged data itens in the variable length option area. The options
area includes first a four-octet ’'magic cookie’ (which was described
in section 3), followed by the options. The last option nust always
be the end option

DHCP uses UDP as its transport protocol. DHCP nessages froma client
to a server are sent to the 'DHCP server’ port (67), and DHCP
messages froma server to a client are sent to the 'DHCP client’ port
(68).

DHCP nessages broadcast by a client prior to that client obtaining
its | P address nust have the source address field in the | P header
set to O.

If the "giaddr’ field in a DHCP nmessage froma client is non-zero,
the server sends any return nessages to the 'DHCP server’ port on the
DHCP rel ayi ng agent whose address appears in 'giaddr’'. |f the
"giaddr’ field is zero, the client is on the sane subnet, and the
server sends any return nmessages to either the client’s network
address, if that address was supplied in the 'ciaddr’ field, or to
the client’s hardware address or to the | ocal subnet broadcast

addr ess.

If the options in a DHCP nessage extend into the 'snanme’ and 'file’
fields, the 'option overload option MJIST appear in the ’'options
field, with value 1, 2 or 3, as specified in the DHCP options
docunent [2]. If the ’"option overload option is present in the
"options’ field, the options in the 'options’ field MJUST be

term nated by an options field. The options in the 'sname’ and
"file fields (if in use as indicated by the 'options overl oad
option) MJST begin with the first octet of the field, MJST be

term nated by an 'end’ option, and MJST be followed by 'pad options
to fill the remainder of the field. Any individual option in the
"options’, 'snane’ and 'file’ fields MJUST be entirely contained in
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that field. The options in the 'options’ field MJUST be interpreted
first, so that any ’'option overload options nmay be interpreted. The
"file field MIUST be interpreted next (if the options), followed by
the ’snane’ field.

DHCP clients are responsible for all nessage retransm ssion. The
client MUST adopt a retransmi ssion strategy that incorporates a
randoni zed exponential backoff algorithmto determ ne the del ay

bet ween retransni ssions. The delay before the first retransm ssion
MUST be 4 seconds random zed by the value of a uniformrandom nunber
chosen fromthe range -1 to +1. Clients with clocks that provide
resolution granularity of less than one second nay choose a non-

i nteger randomi zation value. The delay before the next
retransm ssi on MUST be 8 seconds random zed by the value of a uniform
number chosen fromthe range -1 to +1. The retransm ssion delay MJST
be doubl ed with subsequent retransm ssions up to a maxi mum of 64
seconds. The client MAY provide an indication of retransm ssion
attenpts to the user as an indication of the progress of the
configuration process. The protocol specification in the renainder

of this section will describe, for each DHCP nmessage, when it is
appropriate for the client to retransnmit that nessage forever, and
when it is appropriate for a client to abandon that nessage and
attenpt to use a different DHCP nessage

Nornmal | y, DHCP servers and BOOTP rel ay agents attenpt to deliver
DHCPOFFER, DHCPACK and DHCPNAK nessages directly to the client using
uni cast delivery. The IP destination address (in the |IP header) is
set to the DHCP ’'yiaddr’ address and the link-layer destination
address is set to the DHCP ’chaddr’ address. Unfortunately, sone
client inplenentations are unable to receive such unicast |IP
datagrans until the inplenentation has been configured with a valid
| P address (leading to a deadlock in which the client’s |IP address
cannot be delivered until the client has been configured with an IP
addr ess).

A client that cannot receive unicast |P datagrans until its protocol
software has been configured with an | P address SHOULD set the
BROADCAST bit in the 'flags’ field to 1 in any DHCPDI SCOVER or
DHCPREQUEST nessages that client sends. The BROADCAST bit will
provide a hint to the DHCP server and BOOTP rel ay agent to broadcast
any nessages to the client on the client’s subnet. A client that can
recei ve unicast | P datagrans before its protocol software has been
configured SHOULD cl ear the BROADCAST bit to 0. The BOOTP
clarifications docunent discusses the ramifications of the use of the
BROADCAST bit [21].

A server or relay agent sending or relaying a DHCP nessage directly
to a DHCP client (i.e., not to a relay agent specified in the
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"giaddr’ field) SHOULD exani ne the BROADCAST bit in the 'flags
field. If this bit is set to 1, the DHCP nessage SHOULD be sent as
an | P broadcast using an | P broadcast address (preferably

255. 255. 255. 255) as the I P destination address and the |ink-1Iayer
broadcast address as the |ink-layer destination address. |If the
BROADCAST bit is cleared to 0, the nessage SHOULD be sent as an IP
unicast to the I P address specified in the "yiaddr’ field and the
link-1ayer address specified in the 'chaddr’ field. |If unicasting is
not possible, the nessage MAY be sent as an | P broadcast using an |IP
broadcast address (preferably 255.255.255.255) as the | P destination
address and the link-1ayer broadcast address as the |ink-Iayer
destinati on address.

4.2 DHCP server adm nistrative controls

DHCP servers are not required to respond to every DHCPDI SCOVER and
DHCPREQUEST nessage they receive. For exanple, a network

adm nistrator, to retain stringent control over the hosts attached to
the network, may choose to configure DHCP servers to respond only to
hosts that have been previously registered through sone externa
mechani sm  The DHCP specification describes only the interactions
between clients and servers when the clients and servers choose to
interact; it is beyond the scope of the DHCP specification to
describe all of the adm nistrative controls that system

adm nistrators mght want to use. Specific DHCP server

i mpl enment ati ons may incorporate any controls or policies desired by a
net wor k admi ni strator

In sone environments, a DHCP server will have to consider the val ues
of the 'chaddr’ field and/or the 'class-identifier’ option included
in the DHCPDI SCOVER or DHCPREQUEST nessages when determ ning the
correct paraneters for a particular client. For exanple, an

organi zation ni ght have a separate bootstrap server for each type of
client it uses, requiring the DHCP server to exam ne the ’cl ass-
identifier’ to determ ne which bootstrap server address to return in
the 'siaddr’ field of a DHCPOFFER or DHCPACK nessage.

A DHCP server nust use some unique identifier to associate a client
with its lease. The client may choose to explicitly provide the
identifier through the 'client identifier’ option. |If the client
does not provide a 'client identifier’ option, the server MSUT use
the contents of the 'chaddr’ field to identify the client.

DHCP clients are free to use any strategy in selecting a DHCP server
among those fromwhich the client receives a DHCPOFFER nessage. The
client inplenentation of DHCP should provide a mechani smfor the user
to select directly the 'class-identifier’ value.
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4.3 DHCP server behavi or

A DHCP server processes incomnming DHCP nessages froma client based on
the current state of the binding for that client. A DHCP server can
receive the foll owi ng nessages froma client:

o DHCPDI SCOVER
0 DHCPREQUEST
o DHCPDECLI NE
0 DHCPRELEASE

Table 3 gives the use of the fields and options in a DHCP nessage by
a server. The remainder of this section describes the action of the
DHCP server for each possible incom ng nessage.

4. 3.1 DHCPDI SCOVER nessage

When a server receives a DHCPDI SCOVER nessage froma client, the
server chooses a network address for the requesting client. If no
address is available, the server may choose to report the problemto
the system admi ni strator and may choose to reply to the client with a
DHCPNAK nessage. |If the server chooses to respond to the client, it
may include an error message in the 'message’ option. |If an address
is available, the new address should be chosen as foll ows:

0 The client’s previous address as recorded in the client’s binding,
if that address is in the server’s pool of avail able addresses and
not already allocated, else

0 The address requested in the 'Requested | P Address’ option, if that
address is valid and not already allocated, else

0 A new address all ocated fromthe server’'s pool of available
addr esses.
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Field DHCPOFFER DHCPACK DHCPNAK
" op’ BOOTREPLY BOOTREPLY BOOTREPLY
" htype’ (From " Assi gned Nunbers" RFC)
"hl en’ (Har dwar e address length in octets)
" hops’ 0 0 0
" xid’ "xid fromclient "xid fromclient "xid fromclient
DHCPDI SCOVER DHCPREQUEST DHCPREQUEST
nessage nessage nessage
' secs’ 0 0 0
' ci addr’ 0 "ciaddr’ from "ciaddr’ from
DHCPREQUEST or O DHCPREQUEST or O
"yi addr’ | P address offered | P address 0
to client assigned to client
' si addr’ | P address of next | P address of next O
boot strap server boot strap server
"flags’ if "giaddr’ is not 0 then 'flags’ fromclient nessage else 0
' gi addr’ 0 0 0
" chaddr’ "chaddr’ from "chaddr’ from "chaddr’ from
client client DHCPREQUEST client DHCPREQUEST
DHCPDI SCOVER nmessage nmessage
nessage
" snange’ Server host nane Server host nane (unused)
or options or options
"file dient boot file dient boot file (unused)
name or options name or options
‘options’ options options
Option DHCPOFFER DHCPACK DHCPNAK
Requested | P address MUST NOT MUST NOT MUST NOT
| P address | ease tine MUST MUST MUST NOT
Use '"file' /’ snane’ MAY MAY MUST NOT
fields
DHCP nessage type DHCPOFFER DHCPACK DHCPNAK
Par anet er request |i st MUST NOT MUST NOT MUST NOT
Message SHOULD SHOULD SHOULD
Cient identifier MUST NOT MUST NOT MUST NOT
Cl ass identifier MUST NOT MUST NOT MUST NOT
Server identifier MUST MAY MAY
Maxi mum nessage size MUST NOT MUST NOT MUST NOT
Al'l others MAY MAY MJST NOT
Table 3: Fields and options used by DHCP servers
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As described in section 4.2, a server MAY, for administrative
reasons, assign an address other than the one requested, or nmay
refuse to allocate an address to a particular client even though free
addresses are avail abl e.

While not required for correct operation of DHCP, the server should
not reuse the selected network address before the client responds to
the server’s DHCPOFFER nessage. The server nmay choose to record the
address as offered to the client.

The server nust al so choose an expiration tinme for the | ease, as
fol | ows:

o IF the client has not requested a specific lease in the
DHCPDI SCOVER nessage and the client already has an assigned network
address, the server returns the | ease expiration tine previously
assigned to that address (note that the client nust explicitly
request a specific lease to extend the expiration tinme on a
previ ously assigned address), ELSE

o IF the client has not requested a specific lease in the
DHCPDI SCOVER nessage and the client does not have an assigned
net wor k address, the server assigns a locally configured default
| ease tine, ELSE

o IF the client has requested a specific | ease in the DHCPDI SCOVER
nmessage (regardl ess of whether the client has an assi gned network
address), the server may choose either to return the requested
lease (if the lease is acceptable to |local policy) or select
anot her | ease.

Once the network address and | ease have been determ ned, the server
constructs a DHCPOFFER nessage with the offered configuration
paraneters. It is inportant for all DHCP servers to return the sane
paraneters (with the possible exception of a newy allocated network
address) to ensure predictabl e host behavior regardl ess of the which
server the client selects. The configuration paraneters MJST be

sel ected by applying the following rules in the order given bel ow
The network adninistrator is responsible for configuring nultiple
DHCP servers to ensure uni formresponses fromthose servers. The
server MJST return to the client:
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(o]

Th
th

The client’s network address, as deternined by the rules given
earlier in this section, and the subnet nmask for the network to
which the client is connected,

The expiration time for the client’s | ease, as determ ned by the
rules given earlier in this section

Paraneters requested by the client, according to the follow ng
rul es:

-- I F the server has been explicitly configured with a default
value for the paraneter, the server MJST include that val ue
in an appropriate option in the '"option' field, ELSE

-- |F the server recogni zes the paranmeter as a paraneter
defined in the Host Requirenents Docunent, the server MJST
i nclude the default value for that paraneter as given in the
Host Requirenents Docunent in an appropriate option in the
"option’ field, ELSE

-- The server MUST NOT return a value for that paraneter

Any paraneters fromthe existing binding that differ fromthe Host
Requi renments docunents defaults,

Any paraneters specific to this client (as identified by
the contents of 'chaddr’ in the DHCPDI SCOVER or DHCPREQUEST
nmessage), e.g., as configured by the network adm nistrator,

Any paraneters specific to this client’s class (as identified
by the contents of the 'class identifier’ option in the
DHCPDI SCOVER or DHCPREQUEST nessage), e.d., as configured by
the network adninistrator; the paraneters MJST be identified
by an exact match between the client’'s 'client class’ and the
client class identified in the server

Paranmeters with non-default values on the client’s subnet.

e server inserts the 'xid field fromthe DHCPD SCOVER nmessage into
e 'xid field of the DHCPOFFER nmessage and sends t he DHCPOFFER

message to the requesting client.

4.3.2

A

DHCPREQUEST nessage

DHCPREQUEST nessage may cone froma client responding to a

DHCPOFFER nessage froma server, or froma client verifying a

pr
a

Dr ons

eviously allocated IP address. |[|If the DHCPREQUEST nessage contains
"server identifier’ option, the nessage is in response to a
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DHCPOFFER nessage. O herwi se, the nessage is a request to renew or
extend an existing | ease.

Consider first the case of a DHCPREQUEST message in response to a
DHCPOFFER nessage. |If the server is identified in the 'server
identifier’ option in the DHCPREQUEST nessage, the server checks to
confirmthat the requested paraneters are acceptable. Usually, the
requested paranmeters will match those returned to the client in the
DHCPOFFER nessage; however, the client nay choose to request a
different | ease duration. Also, there is no requirenment that the
server cache the paraneters fromthe DHCPOFFER nessage. The server
nmust sinply check that the paraneters requested in the DHCPREQUEST
are acceptable. |If the paraneters are acceptable, the server records
the new client binding and returns a DHCPACK nessage to the client.

If the requested paraneters are unacceptable, e.g., the requested
| ease time is unacceptable to local policy, the server sends a
DHCPNAK nessage to the client. The server nmay choose to return an
error nessage in the 'nessage’ option

If a different server is identified in the 'server identifier’ field,
the client has selected a different server fromwhich to obtain
configuration parameters. The server may discard any information it
may have cached about the client’s request, and may free the network
address that it had offered to the client.

Note that the client nmay choose to collect several DHCPOFFER nessages
and select the "best" offer. The client indicates its selection by
identifying the offering server in the DHCPREQUEST nessage. |If the
client receives no acceptable offers, the client may choose to try
anot her DHCPDI SCOVER nessage. Therefore, the servers may not receive
a specific DHCPREQUEST from which they can deci de whether or not the
client has accepted the offer. Because the servers have not
committed any network address assignnments on the basis of a
DHCPOFFER, servers are free to reuse offered network addresses in
response to subsequent requests. As an inplenentation detail,
servers should not reuse offered addresses and nay use an

i mpl ement ati on-specific timeout mechanismto deci de when to reuse an
of fered address.

In the second case, when there is no 'server identifier’ option, the
client is renewing or extending a previously allocated |IP address.
The server checks to confirmthat the requested paraneters are
acceptable. |If the paranmeters specified in the DHCPREQUEST nessage
mat ch the previous paraneters, or if the request for an extension of
the | ease (indicated by an extended 'I P address | ease tine’ option)
is acceptable, the server returns a DHCPACK nessage to the requesting
client. Oherwi se, the server returns a DHCPNAK nessage to the
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client. In particular, if the previously allocated network address
inthe 'ciaddr’ field fromthe client does not nmatch the network
address recorded by the server for that client, the server sends a
DHCPNAK to the client.

A DHCP server chooses the paraneters to return in a DHCPACK nessage
according to the sane rules as used in constructing a DHCPOFFER
message, as given in section 4.3.1.

4. 3.3 DHCPDECLI NE nessage

If the server receives a DHCPDECLI NE nessage, the client has

di scovered through sone ot her neans that the suggested network
address is already in use. The server MJST mark the network address
as not allocated and SHOULD notify the | ocal system adnministrator of
a possible configuration problem

4. 3.4 DHCPRELEASE nessage

Upon recei pt of a DHCPRELEASE nessage, the server narks the network
address as not allocated. The server should retain a record of the
client’s initialization paraneters for possible reuse in response to
subsequent requests fromthe client.

4.4 DHCP client behavior

Figure 5 gives a state-transition diagramfor a DHCP client. A
client can receive the followi ng nessages froma server:

o DHCPOFFER
o DHCPACK
0 DHCPNAK

Table 4 gives the use of the fields and options in a DHCP nessage by
a client. The remainder of this section describes the action of the
DHCP client for each possible incom ng nessage. The description in
the followi ng section corresponds to the full configuration procedure
previously described in section 3.1, and the text in the subsequent
section corresponds to the abbreviated configuration procedure
described in section 3.2

4.4.1 Initialization and allocation of network address
The client begins in INIT state and fornms a DHCPDI SCOVER nmessage

The client should wait a randomti ne between one and ten seconds to
desynchroni ze the use of DHCP at startup. The client sets ’ciaddr’
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to all 0x00000000. The client MAY request specific paranmeters by
i ncluding the 'paraneter request list’ option. The client MAY
suggest a network address and/or lease tinme by including the
"requested | P address’ and 'I P address lease tinme’ options. The
client MIUST include its hardware address in the ’chaddr’ field for
use in delivery of DHCP reply nessages. The client MAY include a
different unique identifier in the 'client identifier’ option. |If
the client does not include the

The client generates and records a randomtransaction identifier and
inserts that identifier into the "xid field. The client records its
own local tine for later use in conputing the | ease expiration. The
client then broadcasts the DHCPDI SCOVER on the | ocal hardware

br oadcast address to the all-ones | P broadcast address and ' DHCP
server’ UDP port.

If the "xid of an arriving DHCPOFFER nessage does not match the
"xid of the nobst recent DHCPDI SCOVER nessage, the DHCPOFFER nessage
nmust be silently discarded. Any arriving DHCPACK nmessages nust be
silently discarded.

The client collects DHCPOFFER nmessages over a period of tine, selects
one DHCPCOFFER nessage fromthe (possibly many) inconm ng DHCPOFFER
messages (e.g., the first DHCPOFFER nessage or the DHCPOFFER nessage
fromthe previously used server) and extracts the server address from
the 'server identifier’ option in the DHCPOFFER nessage. The tine
over which the client collects nmessages and the nechani smused to

sel ect one DHCPOFFER are inpl enentation dependent. The client may
performa check on the suggested address to ensure that the address
is not already in use. For exanple, if the client is on a network
that supports ARP, the client nmay issue an ARP request for the
suggest ed request. Wen broadcasting an ARP request for the

suggested address, the client nust fill in its own hardware address
as the sender’s hardware address, and 0 as the sender’s |P address,
to avoid confusing ARP caches in other hosts on the sane subnet. |If

the network address appears to be in use, the client sends a
DHCPDECLI NE nessage to the server and waits for another DHCPOFFER. As
the client does not have a valid network address, the client nust

br oadcast the DHCPDECLI NE nessage.
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| | e >| S +
| INNT/ | | R > INT |

| REBQOOT | DHCPNAK/ R >| | <---+

| | Restart| |  ------- |

|
Di scard offer -/ Send DHCPDI SCOVER
-/ Send DHCPREQUEST | |
DHCPACK v
(not accept.)/  -----------
Send DHCPDECLI NE |

|
| | SELECTI NG |

|
|
|
|
|
|
| | |
| | |
| | |
| REBQOOTI NG | | | |
| | | / | || |
----------- | / EEEEEE R |
| | / | | |
DHCPACK!/ | R + | |
Record | ease, | | v | |
set tiners  ------------ | |
| +o---- >| | DHCPNAK, Lease expired/ |
| | | REQUESTI NG | Hal t network |
DHCPOFFER/ | | | |
Discard  ------------ | |
| | R EEE R |
| S R + DHCPACK/ | | |
| Record | ease, set ~ ----- | REBI NDI NG | |
| timers T1, T2 / | | |
| | DHCPACK/ ~ ----------- |
| % Record | ease, set A |
e S L /Timers T1, T2 | |
oo | <---+ | |
| BOUND | <---+ | |
DHCPOFFER, DHCPACK, | | | T2 expires/ DHCPNAK/
DHCPNAK/ Di scard ~~ ------- | Broadcast Halt network
| | | | DHCPREQUEST
SRR + | DHCPACK!/ |

T1 expires/ Record | ease, set |
Send DHCPREQUEST tiners T1, T2 |
to |l easing server | |

|

Figure 5: State-transition diagramfor DHCP clients
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Option DHCPDI SCOVER DHCPREQUEST DHCPDECLI NE
DHCPREL EASE

Requested | P address MAY MUST NOT MUST NOT

| P address | ease tine MAY MAY MUST NOT

Use "file' /" snane’ fields MAY MAY MAY

DHCP nessage type DHCPDI SCOVER  DHCPREQUEST DHCPDECLI NE/
DHCPRELEASE

Client identifier MAY MAY MAY

Class identifier SHOULD SHOULD MUST NOT

Server identifier MUST NOT MUST (after MUST

DHCPDI SCOVER)
MUST NOT (when

renewi ng)
Par anet er request |i st MAY MAY MUST NOT
Maxi mum nessage size MAY MAY MUST NOT
Message SHOULD NOT SHOULD NOT SHOULD
Site-specific MAY MAY MUST NOT
Al others MJUST NOT MJUST NOT MJUST NOT

Table 4: Fields and options used by DHCP clients

If the paraneters are acceptable, the client records the address of
the server that supplied the paraneters fromthe 'server identifier’
field and sends that address in the 'server identifier’ field of a
DHCPREQUEST br oadcast nessage. Once the DHCPACK message fromthe
server arrives, the client is initialized and noves to BOUND state.
The DHCPREQUEST nessage contains the sanme 'xid as the DHCPOFFER
message. The client records the | ease expiration tinme as the sum of
the tine at which the original request was sent and the duration of
the | ease fromthe DHCPOFFER nessage. The client SHOULD broadcast an
ARP reply to announce the client’s new | P address and cl ear any
outdat ed ARP cache entries in hosts on the client’s subnet.

4.4.2 Initialization with known network address

The client begins in INIT-REBOOT state and sends a DHCPREQUEST nessage
with the "ciaddr’ field set to the client’s network address. The
client may request specific configuration paraneters by including the
random transaction identifier and inserts that identifier into the
conputing the | ease expiration. The client MJST NOT incldue a ’'server
identifier’ in the DHCPREQUEST nessage. The client then broadcasts

t he DHCPREQUEST on the | ocal hardware broadcast address to the ' DHCP
server’ UDP port.

Once a DHCPACK message with an 'xid field matching that in the
client’s DHCPREQUEST nessage arrives fromany server, the client is
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initialized and noves to BOUND state. The client records the |ease
expiration time as the sumof the tinme at which the DHCPREQUEST
nmessage was sent and the duration of the | ease fromthe DHCPACK
nessage

4.4.3 Initialization with a known DHCP server address

When the DHCP client knows the address of a DHCP server, in either
INIT or REBOOTING state, the client may use that address in the
DHCPDI SCOVER or DHCPREQUEST rather than the I P broadcast address. |If
the client receives no response to DHCP nessages sent to the IP
address of a known DHCP server, the DHCP client reverts to using the
| P broadcast address.

4. 4.4 Reacquisition and expiration

The client maintains two tinmes, T1 and T2, that specify the tinmes at
which the client tries to extend its lease on its network address. T1
is the time at which the client enters the RENEWNG state and attenpts
to contact the server that originally issued the client’s network
address. T2 is the tine at which the client enters the REBI NDI NG
state and attenpts to contact any server

At time T1 after the client accepts the |l ease on its network address,
the client noves to RENEWNG state and sends (via unicast) a
DHCPREQUEST nessage to the server to extend its | ease. The client
generates a randomtransaction identifier and inserts that identifier
into the 'xid field in the DHCPREQUEST. The client records the |oca
time at which the DHCPREQUEST nessage is sent for conputation of the
| ease expiration tine. The client MJUST NOT include a 'server
identifier’ in the DHCPREQUEST nessage.

Any DHCPACK nmessages that arrive with an 'xid that does not match the
When the client receives a DHCPACK fromthe server, the client
computes the |l ease expiration tine as the sumof the tinme at which the
client sent the DHCPREQUEST nessage and the duration of the lease in

t he DHCPACK nessage. The client has successfully reacquired its
network address, returns to BOUND state and may continue network
processi ng.

If no DHCPACK arrives before tine T2 (T2 > T1l) before the expiration
of the client’s lease on its network address, the client noves to
REBI NDI NG st ate and sends (via broadcast) a DHCPREQUEST nessage to
extend its lease. The client sets the "ciaddr’ field in the
DHCPREQUEST to its current network address. The client MJST NOT
include a 'server identifier’ in the DHCPREQUEST nessage.

Tinmes T1 and T2 are configurable by the server through options. T1
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defaults to (0.5 * duration_of |lease). T2 defaults to (0.875 *
duration_of lease). Times Tl and T2 should be chosen with sone random
"fuzz" around a fixed value, to avoid synchronization of client

reacqui sition.

In both RENEW NG and REBI NDI NG state, if the client receives no
response to its DHCPREQUEST nessage, the client should wait one-half
the remaining time until the expiration of T1 (in RENEW NG state) and
T2 (in REBINDING state) down to a nininmum of 60 seconds, before
retransmtting the DHCPREQUEST nessage.

If the |l ease expires before the client receives a DHCPACK, the client
nmoves to INIT state, MJST i medi ately stop any ot her network
processing and requests network initialization paraneters as if the

client were uninitialized. |If the client then receives a DHCPACK
allocating that client its previous network address, the client SHOULD
continue network processing. |If the client is given a new network

address, it MJST NOT continue using the previous network address and
SHOULD notify the I ocal users of the problem

4. 4.5 DHCPRELEASE

If the client no longer requires use of its assigned network address
(e.g., the client is gracefully shut down), the client sends a
DHCPRELEASE nessage to the server. Note that the correct operation of
DHCP does not depend on the transni ssion of DHCPRELEASE nessages.
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Security Considerations

DHCP is built directly on UDP and I P which are as yet inherently

i nsecure. Furthernore, DHCP is generally intended to nake

mai nt enance of renote and/or di skl ess hosts easier. Wile perhaps
not inpossible, configuring such hosts with passwords or keys nay be
difficult and inconvenient. Therefore, DHCP in its current formis
qui te insecure.

Unaut hori zed DHCP servers nmay be easily set up. Such servers can
then send fal se and potentially disruptive information to clients
such as incorrect or duplicate | P addresses, incorrect routing

i nformati on (including spoof routers, etc.), incorrect donain
naneserver addresses (such as spoof naneservers), and so on
Clearly, once this seed information is in place, an attacker can
further conpronise affected systens.

Mal i ci ous DHCP clients could nasquerade as legitimte clients and
retrieve information intended for those legitimte clients. Were
dynami c al |l ocation of resources is used, a malicious client could
claimall resources for itself, thereby denying resources to
legitimate clients.
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A. Host Configuration Paraneters

| P-1 ayer _paraneters, _per_host: _

Be a router on/ of f HRC 3.1
Non-1 ocal source routing on/ of f HRC 3.3.5
Policy filters for
non-| ocal source routing (list) HRC 3.3.5
Maxi mum r eassenbl y si ze i nteger HRC 3.3.2
Default TTL i nteger HRC 3.2.1.7
PMIU agi ng ti neout i nt eger MIU 6. 6
MIU pl ateau table (list) MIU 7
| P-l1ayer _paraneters, per_interface:
| P address (address) HRC 3.3.1.6
Subnet mask (address mask) HRC 3.3.1.6
MIU i nteger HRC 3.3.3
Al'l - subnet s- MTU on/ of f HRC 3.3.3
Broadcast address flavor 0x00000000/ Oxffffffff HRC 3.3.6
Per f orm nask di scovery on/ of f HRC 3.2.2.9
Be a mask supplier on/ of f HRC 3.2.2.9
Perform router discovery on/ of f RD 5.1
Rout er solicitation address (address) RD 5.1
Default routers, list of:
rout er address (addr ess) HRC 3.3.1.6
preference |evel i nteger HRC 3.3.1.6
Static routes, list of:
destination (host/subnet/ net) HRC 3.3.1.2
destination mask (address mask) HRC 3.3.1.2
type- of - servi ce i nt eger HRC 3.3.1.2
first-hop router (addr ess) HRC 3.3.1.2
ignore redirects on/ of f HRC 3.3.1.2
PMTU i nteger MIU 6. 6
perform PMIU di scovery on/off MIU 6. 6
Li nk-1 ayer _paraneters, _per_interface: _
Trailers on/ of f HRC 2.3.1
ARP cache ti neout i nteger HRC 2.3.2.1
Et her net encapsul ati on (RFC 894/ RFC 1042) HRC 2.3.3
TCP_paraneters, _per_host: _
TTL i nt eger HRC 4.2.2.19
Keep-alive interval i nteger HRC 4.2.3.6
Keep-alive data size 0/1 HRC 4.2.3.6

Key:

MIU = Pat h MIU Di scovery (RFC 1191, Proposed Standard)
RD = Router Discovery (RFC 1256, Proposed Standard)
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